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Abstract. The parameterized problem p-HALT takes as input a nonde-
terministic Turing machine M and a natural number n, the size of M
being the parameter. It asks whether every accepting run of M on empty
input tape takes more than n steps. This problem is in the class XPuyp;,
the class “uniform XP,” if there is an algorithm deciding it, which for
fixed machine M runs in time polynomial in n. It turns out that various
open problems of different areas of theoretical computer science are re-
lated or even equivalent to p-HALT € XPuni. Thus this statement forms a
bridge which allows to derive equivalences between statements of differ-
ent areas (proof theory, complexity theory, descriptive complexity, ...)
which at first glance seem to be unrelated. As our presentation shows,
various of these equivalences may be obtained by the same method.

1. Introduction

Halting problems played a central role in computability theory right up from the
beginning. In fact, in his seminal paper [33] Turing made precise the notion of
algorithm by introducing the type of machine known as Turing machine and
proved the first undecidability result: the undecidability of the halting problem
for Turing machines:

Instance: A Turing machine M.
Problem: Does M accept the empty input tape?

In complexity theory Cook [13] and Levin [28] showed that the halting problem

NTM-HALT
Instance: A nondeterministic Turing machine M and a
string 1™ with n € N.
Problem: Does M accept the empty input tape in < n
steps?

is NP-complete (under polynomial time reductions). Comparing this problem
with other NP-complete problems, Downey and Fellows remark in [16, page
236]:



... the point is that a nondeterministic Turing machine is such an opaque
and generic object that it simply does not seem reasonable that we should
be able to decide in polynomial time whether a given Turing machine has
some accepting path. The Cook-Levin theorem therefore gives powerful
evidence that P # NP.

Later on Chandra, Kozen, and Stockmeyer [7] introduced the notion of alter-
nating Turing machine and showed that all levels of the Polynomial Hierarchy
have natural complete problems that are halting problems for alternating Turing
machines.

Also in parameterized complexity most complexity classes of parameterized
intractable problems considered so far contain a more or less natural complete
halting problem (complete under fpt-reductions). Depending on the class the
machines are deterministic, nondeterministic, or alternating and they are single
or multitape machines. The reader will find the completeness results, for exam-
ple, in the textbook [20] on parameterized complexity. In this introduction we
mention some of these results, however, otherwise not used in this paper.

The classes W[1], W[2], and W[P] are (among) the most important classes
of parameterized intractable problems. In particular, for each of them there
is a halting problem for nondeterministic Turing machines complete for it. In
fact, the short halting problem for nondeterministic single-tape Turing machines
p-SHORT-NSTM-HALT, the short halting problem for nondeterministic (multi-
tape) Turing machines p-SHORT-NTM-HALT, and the bounded halting problem
for nondeterministic Turing machines p-BOUNDED-NTM-HALT are complete
for W[1], W[2], and WIP], respectively, where:

p-SHORT-NSTM-HALT
Instance: A nondeterministic single tape Turing machine M
and k € N.
Parameter: k.
Problem: Does M accept the empty input tape in < k steps?

p-SHORT-NTM-HALT
Instance: A nondeterministic multitape Turing machine M
and k € N.
Parameter: k.
Problem: Does M accept the empty input tape in < k steps?

p-BOUNDED-NTM-HALT
Instance: A nondeterministic Turing machine M, k € N,
and 1" with n € N.
Parameter: k.
Problem: Does M accepts the empty input tape in < n steps
and using at most k nondeterministic steps?




These completeness results for W[1], W[2], and W[P] are due to Cai et al. [4],
Cesati et al. [6], and Cesati [5], respectively. Concerning the W[1]-completeness
of p-SHORT-NSTM-HALT, Downey and Fellows write in [16, page 236]:

It seems to us that if one accepts the philosophical argument that TUR-
ING MACHINE ACCEPTANCE [that is, NTM-HALT] is intractable,
then the same reasoning would suggest that SHORT TURING MA-
CHINE ACCEPTANCE [that is, p-SHORT-NSTM-HALT/ is fized pa-
rameter intractable.

In the problem p-BOUNDED-NTM-HALT the parameter bounds the number of
nondeterministic steps that are allowed in a run of length n, so small parameter
means limited nondeterminism. However in the first two parameterized halting
problems the parameter is the total number of steps considered in the given
instance. Having in mind the original investigations which led to the introduction
of the halting problem for (deterministic) Turing machines one hardly would
argue that the parameter is small compared with the total size of an instance.
In this context it is more natural to expect that the size of the Turing machine
is small compared with the number of steps considered in a run of the machine
on empty input tape.

If in p-SHORT-NSTM-HALT we replace the nondeterministic machines by
alternating ones with the appropriate number of alternations we obtain com-
plete parameterized halting problems for the different levels of the so-called A-
hierarchy [19]. Finally, in this short report on known results concerning halting
problems in parameterized complexity, let us mention at least one parameterized
class with a halting problem for deterministic machines as complete problem.
The problem

p-Exp-DTM-HALT
Instance: A Turing machine M, k € N and 1" with n € N.
Parameter: k.
Problem: Does M accept the empty input tape in at most
n* steps?

is complete for the class XP.

We already mentioned that in halting problems the size of the machine is a
reasonable parameter (reasonable in the sense of parameterized complexity). In
this paper we consider the parameterized halting problem:

p-HarT
Instance: A nondeterministic Turing machine M and 1™
with n € N.
Parameter: |M|, the size of M.
Problem: Does every accepting run of M on empty input
tape take more than n steps?




We introduced this parameterization of the halting problem in [9]; indepen-
dently, it was introduced by Aumann and Domb [1]. Later on the complexity
of this problem has also been studied by Monroe [30]. Note that the classical
problem HALT underlying p-HALT essentially is the complement of the problem
NTM-HALT considered above. In fact, (M, 1") € p-HALT means that there is
no accepting run of M on empty input tape at all or if there is one, then all such
runs take more than n steps.

We have seen above that (apparently) it makes a difference whether we con-
sider single tape or multitape machines. Moreover, if we restrict the inputs of
p-SHORT-NSTM-HALT to nondeterministic Turing machines with the cardinal-
ity of its alphabet bounded by some constant, then the problem becomes fixed-
parameter tractable. As in p-HALT the size of the machine is the parameter,
its complexity is robust against such changes (fixed alphabet versus arbitrary
alphabet, single tape versus multitape, binary branching versus finite branching,
...); in fact, one easily verifies that any two such variants are fpt-equivalent.

It is easily seen that HALT (the classical problem underlying p-HALT) is
coNP-complete. The algorithm that for every instance (M, 1™) of p-HALT sys-
tematically checks all possible runs of length < n of M on empty input tape
takes |M|™ steps approximately. The “small” parameter |M]| is the base of the
term |M|™ and the “big” n its exponent. The question arises whether we can
reverse the roles of [M| and n, more precisely, whether there is an algorithm
solving (M, 1?) € p-HALT in time n/I™M) for some function f : N — N, that is,
whether

p-HALT € XPypi.

This problem is widely open. We conjecture that p-HALT ¢ XP,; in fact,
encouraged by the remarks of Downey and Fellows mentioned above, we are
tempted to add:

The point is that a nondeterministic Turing machine is such an opaque
and generic object that it simply does not seem reasonable that we should
be able to decide whether every accepting run on empty input tape of a
giwven nondeterministic Turing machine M takes more than n steps in
time nMD for some function f.

In this paper first we report on what is known about the complexity of p-HALT
(Section 3). Then we will see that the statement p-HALT € XP,,,; is equivalent to
other prominent open problems from different areas of theoretical computer sci-
ence. More precisely, in Section 4 we show that it is equivalent to the existence of
polynomially optimal proof systems. In Section 5 we show that p-HALT € XP,;
implies the existence of complete problems, first for the classical complexity
class UP and then for the class of polynomial time equivalence relations under
so-called equivalence reductions. We get a logic capturing the complexity class
P (= PTIME) under the assumption p-HALT € XP,y,; in Section 6. Even though
we originally obtained these results using distinct arguments, in the meantime
we realized that they can be obtained all by the same method: first we translate



the consequences of p-HALT € XP,,; mentioned so far into statements on list-
ings (that is, on effective enumerations) and then, based on p-HALT € XPy,,;, we
apply a technique we call the invariantization of listings; this technique plays
a central role in the present exposition. One could formulate the principle un-
derlying this technique in an abstract way, and obtain our results as instances
of a general theorem. however, we do not do so. Nevertheless, in Section 7 we
introduce the notion of slicewise downward monotone parameterized problem
and take a closer look on its role in the preceding results. In Section 8 we relate
the assumption p-HALT € XPyy,; to the complexity of deciding whether a hard
valid first-order sentence has a proof of a given length. Finally, in Section 9 we
show that p-HALT ¢ XP,,; is equivalent to the existence of hard sequences for
algorithms deciding TAUT.

2. Some preliminaries
In this section we fix some notations and recall some basic definitions.

We let N[X] be the set of polynomials with natural numbers as coefficients.
We denote the alphabet {0,1} by X and the length of a string x € X* by
|z]. Let 1™ be the string consisting of n many 1s and let A denote the empty
string. We identify problems with subsets @ of X*. We already remarked that
the restriction to the alphabet X' does not affect the complexity of the problem
p-HALT. Sometimes statements containing a formulation like “there is a d € N
such that for all z € X*: ... < |z|?" can be wrong for x € X* with |z| < 1. We
trust the reader’s common sense to interpret such statements reasonably.

A problem Q) C X* has padding if there is a function pad : X* x X* — X*
computable in logarithmic space having the following properties:

(i) For any z,y € X%, |pad(z,y)| > |z|+|y| and (pad(z,y) € Q < z€Q).
(ii) There is a logspace algorithm which, given pad(x,y) recovers y.

By (...) we denote some standard logspace and linear time computable tupling
function with logspace and linear time computable inverses.

If A is a (deterministic or nondeterministic) algorithm and A accepts x € X*,
then we denote by ta(z) the number of steps of a shortest accepting run of A
on z; if A does not accept z, then () := co. By convention, oo > n for n € N.
So we can state p-HALT in a more succinct way:

p-HarT
Instance: A nondeterministic Turing machine M and 1™
with n € N.
Parameter: |M.
Problem: Is ty(A) > n?

By default, algorithms are deterministic. If an algorithm A on input x eventually
halts and outputs a value, we denote it by A(z). We use deterministic and
nondeterministic Turing machines with X' as alphabet as our basic computational



model for algorithms (and we often use the notions “algorithm” and “Turing
machine” synonymously). If necessary, we will not distinguish between a Turing
machine and its code, a string in X*. If M is a deterministic or nondeterministic
Turing machine, then L(M) is the language accepted by M. We use Turing
machines as acceptors and transducers. Even though we use formulations like
“let My, My, ... be an enumeration of all polynomial time Turing machines,”
from the context it will be clear that we only refer to acceptors (or that we
only refer to transducers). We assume that a run of a nondeterministic Turing
machine is determined by the sequence of its states.

A polynomial time deterministic or nondeterministic Turing machine M is
clocked if (the code of) M contains a natural number time(M) such that nt™e()
is a bound for the running time of M on inputs of length n. Of course, the function
M +— time(M) should be computable in logspace.

2.1. Parameterized complexity. Formally, we view parameterized problems
as pairs (@, k) consisting of a classical problem @ C X* and a parameterization
k : X* — N, which is required to be polynomial time computable. However,
we will present parameterized problems in the form we did it for p-HALT and
further parameterized problems in the Introduction.

We mainly consider the classes FPT,; and XPyy; of uniform parameterized
complezity and sometimes the classes FPT and XP of strongly uniform parame-
terized complexity. A parameterized problem (Q, k) is in the class FPTyy; (or is
uniformly fized-parameter tractable) if x € @ is solvable by an algorithm running
in time < f(k(z)) - |2|°M) for some f : N — N. The problem (Q, ) is in the
class XPy; if € @ is solvable by an algorithm running in time < |z|/(*(®)) for
some f: N — N.

If in the definition of FPTy,; and XP,,; we require the function f to be
computable, then we get the corresponding classes FPT and XP.

The following inclusions hold between the four complexity classes of param-
eterized problems just introduced:

FPTuni
&

o
FPT XPuni (1)
C

¢
XP

While the corresponding C-inclusions are trivial, the strict inclusions FPT C
FPT i and XP C XPyy; are due to Downey and Fellows [15] and to Downey [17].
The strict inclusions FPT C XP and FPT,; C XPuy,; are easily obtained by
showing that p-EXP-DTM-HALT € XP \ FPT,y; (cf. [20, Corollary 2.26]).

3. The complexity of p-Halt

In this section we report what we know on the complexity of p-HALT. We start
with a simple observation. The problem HALT is in coNE even if the natural
number n is given in binary. From that one easily obtains:



Theorem 1 ([9]). IfE =NE (and hence if P =NP), then p-HALT € FPT.

(Assuming E # NE), by (1) the most ambitious task is to show that p-HALT ¢
XPuni and p-HALT ¢ FPT should be the easiest one. We know:

Theorem 2 ([8]). If NP[Tc] # P[Tc], then p-HALT ¢ FPT.

Here NP[1c] # P[TC] means that DTIME(hC()) # NTIME(RCM) for all time
constructible and increasing functions h : N — N. If NP[rc] # P[Tc], then
P # NP, even E # NE, as seen by taking as h the identity function and the
function 2", respectively. On the other hand, it is not hard to see (cf. [8]) that
the assumption “NP contains a P-bi-immune problem” and hence the so-called
Measure Hypothesis imply NP[Tc] # P[TC].

The following idea underlies a proof of Theorem 2. Assume that p-HALT €
FPT. Then, we have a deterministic algorithm deciding p-HALT, the parameter-
ized halting problem for nondeterministic Turing machines. This yields a way
(different from brute force) to translate nondeterministic algorithms into deter-
ministic ones; a careful analysis of this translation shows that NTIME(h?(™")) C
DTIME(h®M) for a suitable time constructible and increasing function h. For
a detailed proof we refer the reader to [8].

One can refine the previous argument to get p-HALT ¢ XP; however one needs
a complexity-theoretic assumption (apparently) stronger than NP[TcC] # P[Tc],
namely the assumption NP[Tc] € P[Tc!®8 ™]; it claims that NTIME(hC(M)) ¢
DTIME(hC°8 M) for every time constructible and increasing function h : N —
N. That is:

Theorem 3. If NP[Tc] € P[Tc!°8 ], then p-HALT ¢ XP.

The assumption “NP contains an E-bi-immune problem” implies the statement
NP[rc] € P[Tc's ™.

As mentioned, we do not know whether p-HALT € XP,; or whether even
p-HALT € FPT\,;. However, from the point of view of nonuniform parameter-
ized complexity the problem p-HALT is fixed-parameter tractable. Recall that a
parameterized problem (Q, ) is in the class FPTy, (or is nonuniformly fized-
parameter tractable) if there is a constant ¢ € N, an arbitrary function f : N — N,
and for every k € N an algorithm solving the (classical) problem

(Q, k) = {z € Q| K(x) = k}
in time f(k) - |z|°. The problem (Q, k), is called the kth slice of (Q, k).
Proposition 4. The problem p-HALT s in the class FPT,.

Proof. Fix k € N; then there are only finitely many nondeterministic Turing
machines M with |M| = k, say, My, ..., M. Hence the algorithm Aj, that on any
instance (M, 1) of p-HALT with [M| = k determines the ¢ with M = M, and
then accepts if and only if ¢y, (A) > n, decides the kth slice of p-HALT. It has
running time O(|M]| + n); thus it witnesses that p-HALT € FPT),,. O



The following lemma shows that p-HALT € XP,y; if there is an algorithm
that accepts p-HALT and that runs in the time required by XP,; for instances
(M, 1™), where M is a nondeterministic Turing machine which does not halt on
the empty input tape.

Lemma 5. If there is an algorithm A accepting p-HALT such that for all in-
stances (M, 1™) with ty(\) = oo we have ty((M, 1)) = n/UMD for some func-
tion f, then p-HALT € XP ;.

Proof. Let A be as in the statement of the lemma. Let B be an algorithm that
on input M computes ty(A) by systematically checking for r = 0,1, ... whether
there is a run of length r accepting A. Note that B does not stop on inputs M
with tp(A) = oo.

Now we consider the algorithm A* that on input (M, 1") in parallel simulates
A on input (M, 1™) and B on input M. If A accepts, then A* accepts. If B outputs
tm(A), then A* checks whether ty(A) > n and answers accordingly.

Clearly, A* decides p-HALT. We still have to show that it runs in time poly-
nomial in n for fixed nondeterministic Turing machine M. By our assumption
on A, this is clear if ty(A) = oo; if ty(A) < 00, then eventually B will halt on
input M and output #y(A). As the check tp(A) > n can be done in linear time,
in this case the running time of A* can be bounded by O(n) (where the constant
hidden in the Oh-notation depends on M). (]

Using the previous argument we show that the answer to the question “p-HALT
€ XPuni?” would be the same if we only would require for an instance (M, 1™)
of p-HALT that we get the correct answer if ¢y(\) is not near to n. Let us give
a precise version of what we mean. Let p : N — N be a nondecreasing and poly-
nomial time computable function when inputs and outputs are given in unary
notation. We say that the approximation problem p-APP-HALT is in XP,,; if
there is a function f : N — N and an algorithm A that on every tuple (M, n),
where M is a nondeterministic Turing machine and n € N, runs in time n/ (M)
and has the properties:

(i) if tm(A) = oo, then A accepts;
(ii) if tp(N) < 00 and n < p(tffT%\))), then A accepts;
(i) if tm(A) < oo and tym(A) - p(tm(A)) < n, then A rejects.

Thus, if tm(X) < oo, then the answer of A can be arbitrary for n with

tv(A)

m <n <tu(A) - p(ta(N)).

Then:
Proposition 6. p-HALT € XP,; if and only if p-APP-HALT € XP ;.

Proof. Clearly, every algorithm witnessing that p-HALT € XPy,; shows that
p-APP-HALT € XP.n. Conversely, let A witness that p-APP-HALT € XPyy;



and let (M, 1™) be an instance of p-HALT. We simulate A on <M, 1”"’(")>. If A
accepts, then, by (iii),

tm()\) > n.
and hence, (M,1") € p-HALT. Otherwise, we know that tm(A) < oo, and we
compute tp(A) by brute force and check whether ty(\) > n or not. O

4. Polynomially optimal propositional proof systems and p-Halt

By TAUT we denote the set of formulas of propositional logic that are tautologies.
A propositional proof system in the sense of [14] is a polynomial time computable
surjective function p : X* — TAUT. If p(w) = «, we say that w is a p-proof of «.

Let p and p’ be propositional proof systems. A simulation from p’ to pis a
polynomial time computable function f : X* — X* such that p(f(w')) = p'(w')
for all w' € X*. A propositional proof system p is polynomially optimal if for
every propositional proof system p’ there is a simulation from p’ to p.

The quest for a polynomially optimal propositional proof system is an im-
portant open problem of proof theory. In [27] Krajicek and Pudldk conjectured
that there is no polynomially optimal propositional proof system. It turns out
that this conjecture is equivalent to p-HALT ¢ XP,p;:

Theorem 7 ([10]). There is a polynomially optimal propositional proof system
if and only if p-HALT € XPp;.

In the proof of the implication from right to left, we will use the following simple
result. By definition a listing is an effective enumeration. We denote by PF(X*)
and PF(TAUT) the set of all polynomial time computable functions from X* to
27* and the set of all polynomial time computable functions from X* to TAUT,
respectively.

Proposition 8. The following are equivalent:

(a) There is a polynomially optimal propositional proof system.

(b) There is a listing of PF(TAUT) by means of polynomial time Turing ma-
chines. By this we mean that there is a listing M1, Mo, . .. of polynomial time
Turing machines computing functions hi, ha, ... from X* to TAUT such that
PF(Taut) = {h, |7 > 1}.

Proof. (b) = (a): Let Mj,Mp,... and hq,he,... be as in (b). By repeating
machines M if necessary, we may assume that the function ¢ — M is polynomial
time computable. We fix a tautology ag and show that then the function p :
2* — TAUT is a polynomially optimal propositional proof system where

(2) {hi(w), if 2 = (i,w, ¢) and ¢ is the computation of M; on input w
p(x) ==

o, otherwise.

Then p is a propositional proof system: Our assumption on the function i — M
and the presence of the computation ¢ in the first case of the definition of p



guarantee its polynomial time computability. Moreover, every a € TAUT is in
the range of p, as one of the h;s will be the constant function with value a.
Furthermore, p is polynomially optimal: If p’ is a further propositional proof
system, then there is an ¢ > 1 such that p’ = h;. Therefore, w — (i, w, ¢), where
c is the computation of M; on input w, is a simulation from p’ to p.

(a) = (b): Let p be a polynomially optimal propositional proof system computed
by the polynomial time Turing machine Ml and let M, Ms, ... be a listing of
PF(X*) by means of polynomial time Turing machines. If h; denotes the function
computed by M, it is easy to verify that PF(TAUT) = {poh; | i > 1} (here poh;
is the function z +— p(h;(z))). Then M o My,M o Mo, ... is the required listing,
where Ml o M; denotes a natural polynomial time Turing machine computing
poh;. ]

We first turn to a proof of the implication from right to left of Theorem 7.
Thereby we use a technique, the invariantization of listings, that we shall use
again and again in this paper; therefore, we give a detailed exposition here.

Lemma 9. If p-HALT € XPy,i, then there is a polynomially optimal proposi-
tional proof system.

Proof. By the previous result it suffices to show that there exists a listing of
PF(TAUT) by means of polynomial time Turing machines. However, it is unde-
cidable whether a Turing machine computes a function from X* to TAUT. So we
start with a listing of PF(X*) by clocked polynomial time Turing machines, say

My, Mo, ... (2)
We denote by h; the function computed by M;. Thus, PF(X*) = {h; | i > 1}.
Using the hypothesis p-HALT € XPy,; we invariantize this listing in order to get

a listing of PF(TAUT). For this purpose, for h : X* — X* and n > 1 we say that
h is n-tautological if

h(w) € TAUT for all w with |w| <n

and define htaUt : 3% — 3* by

B (1) h(w), if h is |w|-tautological
w) =
Qg, otherwise.

Then

(i) htaut: 37* — TAUT;

(i) At = R if b : 2* — TAUT;
)
)

(iii) if h is not n-tautological, then h*"*(w) = «y for all |w| > n;
(iv) if h is polynomial time computable, then so is k'3t

10



Note that (iv) is an immediate consequence of (ii) and (iii). Hence,
plaut plaut (3)

is an enumeration of the elements of PF(TAUT). In fact, by (iv) all A{*"* are poly-
nomial time computable, by (i) their range is contained in TAUT, and by (ii) the
enumeration contains all elements of PF(TAUT). But instead of the enumeration
(3) of PF(TAUT) we aim at a listing of PF(TAUT) by means of polynomial time
Turing machines. We show that there is an effective procedure assigning to ev-
ery clocked polynomial time Turing machine M computing some h € PF(X*) a
polynomial time Turing machine M*"* computing h'**"*. Then M{"¢ MUt ..
is the desired listing of PF(TAUT). For this purpose we need:

Claim: Assume that p-HALT € XPyy;, then there is an algorithm B that on
input (M, 1), where M is a clocked polynomial time Turing machine computing
a function h : X* — X* and n € N decides whether h is an n-tautological in
time n9{UMD for some g : N — N.

With this Claim it is straightforward to present the program of a polynomial
time Turing machine M*"t computing h*"* where M and h are as in the Claim.
In fact, let M*®4t be the Turing machine that on input w € X*

using the algorithm B of the Claim checks whether & is |w|-tautological; if
so, it computes and outputs M(w) by simulating M; otherwise, it outputs
Qp-.

So it only remains to show the Claim.

Proof of the Claim: Let M be a clocked polynomial time Turing machine com-
puting a function h : X* — X*. We show that we can decide whether h is
n-tautological in the desired time by a reduction to the problem p-HALT. For
this we assign to M a polynomial time nondeterministic Turing machine M
such that (as a first approximation) we have

h: X* — TAUT <= MT™ does not accept . (4)

To achieve this we take as Mt the machine that first guesses a string w, computes
M(w) by simulating M, and then checks if M(w) is a propositional formula; if
not, it accepts, otherwise it guesses an assignment for M(w) and accepts if it
does not satisfy M(w); otherwise it rejects. As M runs in < |w|"™™) steps on
input w, by standard means we can arrange M™ in such a way that for some
polynomial ¢ € N[X] the machine M™ runs exactly q(n) steps if in its first phase
it guesses a string w of length n. As q(n) < q(n + 1), we get (the fine-tuned
version of (4))

M is n-tautological (more precisely, h is n-tautological)

— <M+, 1‘1(")> € p-HALT

11



(note that we need the assumption that M is clocked to get Mt and the bound
q(n) in the desired effective way). As we assume that p-HALT € XPyy;, we know
that whether (M*,19(")) € p-HALT may be checked in time ¢(n)/(M"D for some

function f : N — N. As ¢(n)/(M'D = pg(MD for suitable g : N — N, we are
done. g

If Q C X*, we write LisT(Q) if there is a listing of all subsets in P of @
by means of polynomial time Turing machines. We use this listing property to
prove the implication from left to right of Theorem 7. It is known that:

Theorem 10 ([32]). There is a polynomially optimal propositional proof sys-
tem if and only if LisT(TAUT).

In a first step we will show:
Lemma 11. If L1sT(HALT), then p-HALT € XPyp;.

Proof. Let LL be a listing of the subsets in P of HALT by polynomial time Turing
machines. As for every (M, 1") € p-HALT, the set { (M, 1") } is a subset in P of
HALT, the following algorithm A accepts p-HALT:

A // a nondeterministic Turing machine M and 1" with n € N

1. £+1

2. compute the ¢th machine listed by L
3. simulate it on input (M, 1)

4. if it accepts then accept
5. L+ (l+1

6. goto 2.

We want to show that A runs in time polynomial in n for fixed M with tp(\) =
00. Then our claim follows from Lemma 5.

If Ml does not halt on A, then { (M,1") | n € N} is a subset in P of HALT.
Hence, there is a machine listed by L, say the {yth one, that decides this set.
Then Lines 24 (for £ = ¢y) show that the running time of A is polynomially
bounded in n. O

Proof of Theorem 7: It remains to show the implication from left to right (the
other one has already been proved by Lemma 9). As the problem HALT, the
problem TAUT is coNP-complete and both problems have padding; hence, they
are polynomially isomorphic. Thus,

LisT(TAuT) <= LisT(HALT). (5)
If there is a polynomially optimal propositional proof system, then LisT(TAUT)

by Theorem 10. Thus, Li1sT(HALT) by (5), hence p-HALT € XP,,; by the previ-
ous result. ([l
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Corollary 12. LisT(HALT) <= p-HALT € XP ;.

Proof. Immediate by (5), Theorem 10, and Theorem 7. O

Later we will use the following simple observation.
Lemma 13. If LisT(HALT), then LiST(Q) for every @Q € coNP.
Proof. More generally, we show:
Assume Q' has padding and L1ST(Q"). If Q <, @', then LisT(Q).

Here, @ <,01 Q' means that () is polynomial time reducible to ’. By the padding
property we may assume that the polynomial time reduction z — z’ from Q to
Q' is one-to-one and has a polynomial time computable inverse. Then, for every
X'CQ inP, theset X :={z|a’ € X'} is a subset in P of @ and every subset
in P of @Q is obtained in this way. Thus from a listing of the subsets in P of @',
we get a listing of the subsets in P of Q. O

5. Complete problems and p-Halt

In this section for some “semantically defined” complexity classes of classical
problems we will see that to show that they contain no complete problem is at
least as hard as it is to show that p-HALT ¢ XPy;. We first deal with complete
problems for the class of polynomial time decidable equivalence relations under
so-called equivalence reductions (Section 5.1) and then with complete problems
for the class UP under polynomial time reductions (Section 5.2).

5.1. Complete P-equivalence relations. Problems concerning the algorith-
mic properties of equivalence relations arise throughout mathematics and theo-
retical computer science. Examples are to decide whether two finite graphs are
isomorphic or to decide whether two lists of numbers are equivalent in the sense
that they represent the same set.

If E and E’ are equivalence relations on X*, a polynomial time reduction
from F to E’ (in the usual sense of complexity theory) is a polynomial time
computable function f such that

(v,y) € E < f(z,y) € E

for all x,y € X*. Often, in the context of equivalence relations the notion of
equivalence reducibility is more natural than that of polynomial time reducibility.
We say that E is equivalence reducible to E' and write E <¢q E’ if there is a
polynomial time computable function f : X* — X* such that

(z,y) €E <= (f(z),f(y)) € &'

for all x,y € X*, that is, writing 2Ey for (z,y) € E and similarly for F’,

zBy <= f(x)E'f(y).
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For example, compare the meaning of both notions of reductions if F is the rela-
tion of isomorphism between finite groups and E’ that of isomorphism between
finite graphs.

In [21] Fortnow and Grochow asked whether the class P(eq) of all polyno-
mial time equivalence relations contain a complete problem under equivalence
reductions, that is, whether there is an equivalence relation Ey € P(eq) such
that E <eq Ep for all E € P(eq). We show:

Theorem 14. If p-HALT € XP,y,;, then P(eq) contains a complete problem
under equivalence reductions.

To obtain this result we again want to use the technique of invariantization of
listings. Hence, the first step yielding a proof of this theorem is a reformulation
of its conclusion in terms of a listing. The bridge to listings is provided by the
following result. The reader will find a proof in [3].

Proposition 15. The following are equivalent:

(a) P(eq) contains a complete problem under equivalence reductions.

(b) There is a listing of equivalence relations <eq-cofinal in P(eq); more pre-
cisely, there is a listing Ey, Fa, ... of elements of P(eq) by means of clocked
polynomial time Turing machines such that for every E € P(eq) there is an
1 > 1 such that E <¢q E;.

In contrast to Proposition 8, here a listing in terms of clocked machines is re-
quired; in the following proof of Theorem 14 an additional argument is needed to
get such machines; otherwise the proof runs along the lines of that of Lemma 9.
We say that a Turing machine M is a Turing machine for tuples if M first checks
whether a given input is a tuple (that is, has the form (z,y) with z,y € X*) and
immediately rejects in the negative case.

Proof of Theorem 14: As it is undecidable whether a Turing machine for tuples
accepts an equivalence relation we start with a listing

My, Mo, ... (6)

of all clocked polynomial time Turing machines for tuples. Hence, in general,
the set L(M;) of tuples accepted by M, will not be an equivalence relation. We
invariantize this listing. If T" is a set of tuples and n € N, we say that T is an
n-equivalence relation if the set of tuples of strings of length at most n, that is,
if the set

{{z,y) €T ‘ z,y € X"}

is an equivalence relation on X=". Furthermore, we set

T°:={ (z,y) € T | T is a max{|z|, |y|}-equivalence relation}
U{(z,z) |z e X"}

Then
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(i) T°% is an equivalence relation on X*;
(ii) T¢1 =T if T is an equivalence relation;
(iii) if T is not an n-equivalence relation, then 79 has only finitely many equiv-
alence classes with more than one element;
(iv) if T € P, then T°1 € P.

Recall the listing (6) of all clocked polynomial time Turing machines for tuples.
By (i)—(iv)

L(M;)°9, L(My)°4, ...
is an enumeration of P(eq). But we aim at a listing of (a <cq-cofinal subset
of) P(eq) by means of clocked polynomial time Turing machines. We show that
there is an effective procedure assigning to every clocked polynomial time Turing
machine M for tuples a clocked polynomial time Turing machine M®? such that

L(M)*™ <eq L(M™).
Then M{% M3%, ... is the desired listing. We will show:

Claim: Assume that p-HALT € XP,;, then there is an algorithm B that on input
(M, 1™), where M is a clocked polynomial time Turing machine for tuples and
n € N, decides whether L(M) is an n-equivalence relation in time n9(MD for
some g : N — N.

Then it is straightforward to present the program of a clocked polynomial
time Turing machine M®? (where M is as in the Claim) with

LM i= { (z,2) | 7 € T} 0{ (2.1, (5,1%) | (w5) € L), s €N,
B accepts <M, 1‘””‘> in < s steps and <M, 1‘y‘> in<s steps}.

For s > g(|M]), then the function z — (z, 11*I") is an equivalence reduction from
L(M)®? to L(M®9). So it only remains to show the Claim.

Proof of the Claim: The proof parallels that of the claim in the proof of Lemma 9
in Section 4. Let M be a clocked polynomial time machine for tuples. We assign
to M a polynomial time nondeterministic Turing machine M™ such that (as a
first approximation) we have

L(M) is an equivalence relation <= M™ does not accept . (7)

For this we take as M* a machine that on empty input first guesses a string
of the form (r,x), (s, z,y), or (t,z,y, z). Here r (“reflexivity”), s (“symmetry”),
and ¢ (“transitivity”) are, say, the strings 00, 01, 10, respectively. If the string
has the form (r, z), then M simulates M on input (z, z) and accepts if and only
if Ml rejects; similarly, for strings (s, z,y) the machine M simulates M on input
(x,y) and on input (y,z) and accepts if and only if M accepts (z,y) and rejects
(y,z); it should be clear how M™ behaves on strings of the form (¢, z,y, z).

As M runs in < |w|“me(M) steps on input w, by standard means we can
arrange M* in such a way that for some polynomial ¢ € N[X] the machine M*
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runs exactly g(n) steps if in its first phase it guesses a string w of length n. As
q(n) < q(n + 1), we get (the fine-tuned version of (7))

L(M) is an n-equivalence relation <= <M+, 1‘1(")> € p-Harrt.

As we assume that p-HALT € XP,,;, we know that <M+, 1q(")> € p-HALT may

be checked in time g(n)/™"D for some function f: N — N. As ¢(n)f(M"D =
n9(MD) for suitable g : N — N, we are done. (]

5.2. UP-complete problems. Recall that a nondeterministic Turing machine
M is unambiguous if for every x € X* there is at most one accepting run of M
on input x. UP is the class of problems accepted by an UP-machine, that is, by
an unambiguous polynomial time nondeterministic Turing machine.

In this section we derive the following result showing that apparently it will
be hard to show that UP contains no problem complete under polynomial time
reductions. The result is due to Mefner and Tordn [29] who have shown that
UP contains a problem complete under polynomial time reductions if there is a
polynomially optimal proof system. In virtue of Theorem 7 this is equivalent to:

Theorem 16. If p-HALT € XPy,;, then UP contains a problem complete under
polynomial time reductions.

In [29], the corresponding result is shown for the class of sparse sets in NP and
further results of this type are given in [26,24,25]. We encourage the interested
reader to apply our proof method to get these results. Therefore, we give again a
quite detailed proof for UP, even though the proof just adapts the method used
for equivalence relations to the present case.

Again, first we reformulate the conclusion of Theorem 16 in terms of listings.
The reformulation is provided by:

Proposition 17 ([22,26]). The following are equivalent:

(a) UP contains a problem complete under polynomial time reductions.

(b) There is a listing of problems <poi-cofinal in UP, that is, there is a listing
My, Mo, ... of clocked UP-Turing machines such that for every Q € UP there
is an i > 1 such that Q <po1 L(M;).

Proof of Theorem 16: If M is a nondeterministic Turing machine and n € N we
say that M is n-unambiguous if for every x € X" there is at most one accepting
run of M on input z. We set

L(M)" e = {z € L(M) ‘ M is |z|-unambiguous}.
Then
(i) L(M)wmamb = [(M) if M is unambiguous;

(ii) if M is not n-unambiguous, then L(M)"a™P contains only strings of length
less than n;
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(iii) if M is a polynomial time nondeterministic Turing machine, then L(M)unamb
is accepted by a UP-machine.

Let M, Mo, ... be a listing of all clocked polynomial time nondeterministic Tur-
ing machines. Then, by (i)—(iii),

L(N[[l)unamb7 L(M2)unamb7 . (8)

is an enumeration of UP. But we aim at a listing of (a <p-cofinal subset of) UP
by means of clocked UP-machines. We show that there is an effective procedure

assigning to every clocked polynomial time nondeterministic Turing machine M
a clocked UP-machine M""®™P such that

L(M)unamb Spol L(Munamb)_

Then Mynamb pynamb s the desired listing. We will show:

Claim: Assume that p-HALT € XP,,;, then there is an algorithm B that on input
(M, 1™), where M is a clocked polynomial time nondeterministic Turing machine
and n € N, decides whether L(M) is n-unambiguous in time n9(M) for some
g:N—N.

With this Claim it is straightforward to present the program of a clocked
UP-machine M""#™P (where M is as in the Claim) with
LMy {(:c, 1%) ‘ z € L(M) and B accepts <M, 1‘z‘> in<s steps}.
Then, for s > g(|M]), the function z — (z, 1|m|s> is a polynomial time reduction
from L(M)unamb to [(MU"amP) So it only remains to show the Claim.

Proof of the Claim: Let M be a clocked polynomial time nondeterministic Turing
machine. We assign to M a polynomial time nondeterministic Turing machine
M such that (as a first approximation) we have

M is unambiguous <= M™ does not accept A. (9)

For this we take as M a machine that on empty input first guesses strings y, ¢,
and co, then it checks whether ¢; and co are distinct runs of M accepting y; if so
M accepts, else it rejects. “Fine-tuning” as in the proof of the corresponding
claim in the proof of Theorem 14 yields the statement. (|

6. Logics capturing P and p-Halt
We start by recalling the concepts from logic we need.

Structures. A vocabulary T is a finite set of relation symbols. Each relation symbol
has an arity. A structure A of vocabulary 7, or 7-structure (or, simply structure),
consists of a nonempty set A called the universe, and an interpretation R4 C A"
of each r-ary relation symbol R € 7. All structures are assumed to have a finite

17



universe. To avoid technicalities we assume in this section that all structures have
as universe, for some n € N, the set [n] := {1,2,...,n}. Then, in a canonical
way, we can identify structures with nonempty strings over X; in particular, |.A]
for a structure A is the length of the string .A. Moreover, then every structure
A has a natural ordering <4 on it.

In this section we deal with classes of structures. Thereby we always as-
sume that all structures of a fixed class have the same vocabulary. But distinct
vocabularies may correspond to distinct classes.

Logics and logics capturing P. For our purposes a logic L consists

— for every vocabulary 7 of a set L[r]| of strings, the set of L-sentences of
vocabulary T, and of an algorithm that for every 7 and every string ¢ decides
whether ¢ € L[7] (in particular, L[7] is decidable for every 7);

— of a satisfaction relation =p; if (A,¢) € =r (written: A =1 ¢), then A
is a T-structure and ¢ € L[r] for some vocabulary 7; furthermore, for each
¢ € L[7] the class

Moby(¢) := {A| AL ¢}

of models of ¢ is closed under isomorphism.

From now on, if we say “let ¢ be an L-sentence,” we mean that, in addition to
v, a vocabulary 7 with ¢ € L[7] is given.

Definition 18. Let L be a logic.

(a) L is a logic for P if for all classes S of structures closed under isomorphism
(with respect to structures with universe of the form [n] for some n € N) we
have

SeP < S=MobDg(p) for some L-sentence .

(b) L captures P if (a) holds and if there is an algorithm A deciding = (that
is, for every structure A and L-sentence ¢ the algorithm A decides whether
A EL ¢) and if moreover, A for every fixed ¢ runs in time polynomial in
Al

Hence, if L captures P, then for every L-sentence ¢ the algorithm A witnesses

that Mody(¢) € P. However, we do not necessarily know ahead of time the

bounding polynomial.

(¢) L is an effectively captures P if L captures P and if in addition to the
algorithm A as in (b) there is a computable function that assigns to every
L-sentence ¢ a polynomial ¢ € N[X] such that A decides whether A =1, ¢
in < ¢(|.A|) steps.

If there is no logic capturing P, then P # NP (as Fagin [18] showed that there is a
logic capturing NP). We prove that then even p-HALT ¢ XPyy; (cf. Theorem 1):

Theorem 19. If p-HALT € XPyyi, then there is a logic capturing P.
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In addition, we want to show that under the assumption p-HALT € XP,; the
so-called invariant least fixpoint logic captures P.

The following well-known result yields the desired reformulation in terms of
a listing. We include a proof as we shall make use of the logic associated with a
listing. Here we say that a Turing machine M is a Turing machine for structures
if (the code of) M contains a vocabulary 7 and M first checks whether a given
input is a T-structure and immediately rejects in the negative case. We then also
say that M is a 7-machine.

Proposition 20. The following are equivalent:

(a) There is a logic (effectively) capturing P.

(b) There is a listing of all classes in P of structures closed under isomorphism
by means of (clocked) polynomial time Turing machines for structures.

Proof. (b) = (a): Let the listing I with the enumeration
M,, My, ...

be as in (b). We may assume that |[M;| < [Mz| < ... by adding dummy lines to
the programs of the machines if necessary. Then the logic L(LL) given by

L(L)[r] :== {M; | i > 1 and M is a 7-machine }

and
AFErLw M <= M accepts A

is a logic capturing P. If all the machines of the listing are clocked, then L(L)
effectively captures P.

Conversely, if L is a logic (effectively) capturing P and A is the algorithm
deciding A =1, ¢ in time |A]/(#D for some (computable) f : N — N, denote by
M., the (clocked) polynomial time Turing machine obtained by restricting A to
inputs of the form (..., ¢). Then for any effective enumeration @1, @a, ... of the
sentences of L, the listing

M, , M

Y1 ©29
is the desired listing of all classes in P of structures closed under isomorphism.]

Proof of Theorem 19: Again we face the problem that it is undecidable whether a
Turing machine for structures accepts a class closed under isomorphism. There-
fore we start with a listing

My, M, ... (10)

of all clocked polynomial time Turing machines for structures. In general, the
class L(M;) = {A | M; accepts A} of structures accepted by M; will not be
closed under isomorphism. We apply the invariantization technique to get a
listing as required by part (b) of Proposition 20.

If S is a class of structures and n € N, then we say that S is n Z-invariant if
for all isomorphic structures A and B whose universes have at most n elements
we have

AeS < Beb.
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We set '
sv={A€S|Sis |A| =invariant}. (11)

We have

(i) S is closed under isomorphism;

(ii) S = S if S is closed under isomorphism;
(iii) if S is not n -invariant, then all structures in S™" have less than n elements;
(iv) if S € P, then S™ € P.

Thus, . .
L(My)™, L(Mg)™, ...

is an enumeration of all classes in P of structures closed under isomorphism (in
fact, the classes are in P by (iv), they are closed under isomorphism by (i), and
all such classes occur by (ii)).

We show that there is an effective procedure assigning to every clocked poly-
nomial time Turing machine M for structures a (clocked) polynomial time Turing
machine MI™V for structures such that

L(M™) = L(M)™Y, (12)

Then MM, MM, ... is the desired listing.

Claim: Assume that p-HALT € XPy; (p-HALT € XP), then there is an algorithm
B that on input (M, 1™), where M is a clocked polynomial time Turing machine
for structures and n € N, decides whether L(M) is n -invariant in time n9(*/)
for some (computable) g : N — N.

With this claim and the definition (11) of S™V it is straightforward to present
the program of a (clocked) polynomial time Turing machine M™" for structures
satisfying (12).

Proof of the Claim: As in preceding proofs we reduce our problem to p-HALT.
Let M be a clocked polynomial time Turing machine for structures. We assign to
M a nondeterministic Turing machine Mt such that (as a first approximation)
we have

L(M) is closed under isomorphism <= M does not accept . (13)

For this we take as M a machine that on empty input first guesses strings A,
B, and f, and accepts if A and B are structures, f is an isomorphism between
A and B, and M accepts A but rejects B.

As M runs in < |w|“me(M) steps on input w, by standard means we can
arrange M™T in such a way that for some polynomial ¢ € N[X] the machine
M runs exactly g(n) steps if in its first phase it guesses a structure A with n
elements. As g(n) < g(n + 1), we get (the fine-tuned version of (13))

L(M) is n Z-invariant <= <M+, 1‘1(")> € p-HArT.
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As we assume that p-HALT € XP . (p-HALT € XP), we know that (M*, 19(") €
p-HALT may be checked in time ¢(n)/(™"D for some (computable) function

f N = N. As g(n)f M) = pa(MD) for a suitable (computable) g : N — N, we
are done. g

In the previous proof we have shown the implication “(a) = (b)” of:

Proposition 21. The following are equivalent:

(a) p-HALT € XPyy; (p-HALT € XP);

(b) There is an effective procedure assigning to every clocked polynomial time
Turing machine M for structures a (clocked) polynomial time Turing ma-
chine MI™ for structures such that

L(Minv) _ L(M)irw'

Proof. In the following we leave the proofs of the effective versions of our claims
to the reader. It remains to prove the implication (b) = (a). For k > 1 let 74 be
the vocabulary {Pl, R P;C} with unary relation symbols P, ..., P.

Let M be a nondeterministic Turing machine. We can assume that [k] for
some k > 1 is the set of states of M. By our convention on nondeterministic
machines every two distinct successor configurations of a given configuration of
M have distinct states. Furthermore, here we assume that the starting state is
not an accepting state. We let S(M) be the class of m-structures B satisfying (i)
and (ii).

(i) The P;’s with ¢ € [k] form a partition of the universe B of B and there is an
n € N such that |P;| = n for all i € [k].

(ii) If i1,...,4, (where n is according to (i)) are such that the jth element of
B in the natural ordering <p of B is in P;,, then we require that neither
i1,...,1, NOr any initial segment of it are the states of a run accepting the

empty input.

Clearly, S(M) € P and from M we get a clocked polynomial time machine My
for 7j-structures deciding S(M), that is,

L(Mo) = S(M).
Furthermore, let A(M,n) be the 7i-structure with universe [n - k| and with
Po={n-(i—-1)+1,...,n-(i—1)+n} for all ¢ € [k]. Then A(M,n) € S(M) as
the starting state is not an accepting one. Furthermore,

AM,n) € S(M)™ (= L(Mg)™) <= (M,1") € p-HALT,

as we obtain all possible sequences of states of length n by considering the
isomorphic copies of A(M,n). Thus, by our assumption (b), we have for the
machine MY,

MY accepts AM,n) <= (M,1") € p-HALT.
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Therefore, the following algorithm A shows that p-HALT € XPyy;: On input M,
a nondeterministic Turing machine, and 1™ with n € N, it first computes the
structure A(M, n) and the clocked polynomial time machine My; then applying
the effective procedure of (b), it gets the machine MI"V; finally, it checks whether
MY accepts A(M, n). O

6.1. The invariant least fixpoint logic. Recall that in the proof of Theo-
rem 19 we started with a listing My, M, ... of all clocked polynomial time Tur-
ing machine for structures and obtained under the hypothesis p-HALT € XP,;
(p-HALT € XP) a listing MI™V, MIPV, ... of all classes in P of structures closed
under isomorphism by means of (clocked) polynomial time Turing machines for
structures. We denote this listing MV, M2, ... by L. Then the logic L(LL), the
logic assigned to L in the proof of the direction “(b) = (a)” of Proposition 20,
(effectively) captures polynomial time. In this section we present a more “logic-
friendly” version of this logic.

For every vocabulary 7 we let 7« := 7 U {<}, where < is a binary relation
symbol not in 7 chosen in some canonical way. A logic L captures P on ordered
structures if (a) and (b) of Definition 18 hold for ordered structures and classes
of ordered structures. In Definition 18 (b), for fixed ¢ € L[r<] the algorithm A
must witness that the class of ordered models of ¢ is in P. It should be clear
what we mean by a logic effectively capturing P on ordered structures.

Least fixpoint logic LFP is an extension of first-order logic obtained by adding
an operator which allows to speak about the least fixpoint of monotone opera-
tions definable in the logic. We only need the following property of LEP.

Theorem 22. [23,34] LFP effectively captures P on ordered structures.

If S is a class of 7.-structures and n € N, then S is n <-invariant if for all
7-structures A with |A| < n and every orderings <; and <5 of A we have

(A,<1) €S <= (A,<2) €S

We define the invariant least fixpoint logic LFPiy, by: For every vocabulary 7
we set
LFPiny[7] := LFP[7<],

and we define the satisfaction relation by

A ELrp,, ¢ <
MoDrrp(p) is |A| <-invariant and (A, <4) EvLrp ga); (14)
recall that <4 denotes the natural ordering on A.

If MoDrrp () is not n <-invariant, then MoODrrp,  (¢) only contains struc-
tures with universe of cardinality less than n and hence is in P. Together with
the fact that LFP captures P on ordered structures, this shows that LFP;,, is a
logic for P.

In the proof of Theorem 19 we started with a listing Ly of all clocked poly-
nomial time Turing machines for structures. As LFP captures P on ordered
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structures, in a certain sense the listing Ly corresponds to the sentences of LFP
in the enlarged vocabularies 7.. We invariantized the listing Ly by using the
concept of n Z-invariance. As orderings correspond to permutations and hence
to isomorphisms, in LFP;,, this invariantization is taken care by the definition

of its semantics in (14). Hence the following result is not surprising:

Theorem 23 ([31]). (a) p-HALT € XPyy; if and only if LFPiy, captures P.
(b) p-HALT € XP if and only if LFPi,, effectively captures P.

Proof. For (a) it suffices to show that LFP;,, captures P if and only if there is
an effective procedure as stated in Proposition 21 (b).

Assume first that such a procedure exists. As LFP effectively captures P on
ordered structures, for ¢ € LFP;,[7] = LFP[r<], we obtain a clocked polynomial
time machine M, for T-structures with

L(My) := {A| (A <a) ELrp ¢}

Then, one easily verifies that
L(M,)™ = MoDLrp,, (¢),

that is, L(MZY) = MODLFp,,, (¢). Hence, the algorithm that on input (A, ¢),
first computes M, then Mg“’ and finally simulates ML’;“’ on input A4, decides the
satisfaction relation of LFP;,, in the desired time.

Conversely, assume that LFP;,, captures P. Let M be a clocked polynomial
time Turing machine for 7-structures. Then

C:= {(B, <) ’ for some A we have: ((B, <) 2 (A, <4) and M accepts A )}

is a class in P of ordered 7-structures closed under isomorphism (clearly, from
(B, <) one can determine the unique structure A with (B,<) = (A, <4) in
polynomial time). Hence, from M we effectively get a clocked polynomial time
Turing machine M* with L(M*) = C. Furthermore, it is well-known that from
a clocked polynomial time Turing machine accepting a class in P of ordered
T-structures closed under isomorphism one effectively gets an LFP[r.]-sentence
¢ with C = MoDrrp(¢). Now, again it is routine to verify that L(M)™ =
MobDrrp,,, (¢). Thus, from the algorithm deciding the satisfaction relation and
witnessing that LFP;,, captures P, we can extract the algorithm assigning to a
clocked polynomial time Turing machine M a polynomial time Turing machine
M"Y with L(M™V) = L(M)™. O

7. Slicewise downward monotone parameterized problems

We already mentioned in the Introduction that we do not want to present an
abstract version of the invariantization technique available if p-HALT € XPy;
and underlying the previous proofs. However, in this section we want to point
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out that hidden at the core of each of these proofs is a parameterized problem
which (as we show here) is in XP,; if and only if p-HALT is in XP ;.

The problem p-HALT is slicewise downward monotone. A parameterized prob-
lem (Q, k) is slicewise downward monotone if @ is decidable, all elements of Q
have the form (z,1™) with x € X* and n € N, if x({z,1")) = |z|, and finally if
the slices are downward monotone, that is, for all z € X* and n,n’ € N

(x,1™) € Q and n' < n imply <:v, 1"/> €Q.
The following slicewise downward monotone problems
p-TAauT, p-EQuiv, p-UNAMB, and p-=-INV
are hidden in our considerations on polynomially optimal proof systems, P(eq)-

complete problems, UP-complete problems, and logics capturing P, respectively.
Here

p-TAUT

Instance:

Parameter:
Problem:

A clocked polynomial time Turing machine M and
1™ with n € N.
Is M n-tautological?

p-EQuiv
Instance:

Parameter:
Problem:

A clocked polynomial time Turing machine M for
tuples and 1™ with n € N.
Is L(M) an n-equivalence relation?

p-UNAMB
Instance:

Parameter:
Problem:

A clocked polynomial time nondeterministic Tur-
ing machine M and 1" with n € N.
Is M n-unambiguous?

p-=-INV
Instance:

Parameter:
Problem:

A clocked polynomial time Turing machine M for
structures and 1™ with n € N.
Is L(M) n Z-invariant?

The Claims in the proofs of Lemma 9, Theorem 14, Theorem 16, and Theorem 19
show that all these problem are in XPy; if p-HALT € XP ;. We show:
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Theorem 24. If one of the problems
p-TAuT, p-EQuiv, p-UNAMB, p-=-INv, and p-HALT
s in XPuni, then all are.

To compare the complexity of parameterized problems we use standard no-
tions of reductions of parameterized complexity theory that we recall first. Let
(@, k) and (Q', k") be parameterized problems. We write (Q, k) <gpt (Q', k') if
there is an fpt-reduction from (Q, k) to (Q’', '), that is, a mapping R : X* — X*
with:

(1) For all z € ¥* we have (z € Q < R(x) € Q).

(2) R(x) is computable in time f(k(z))-|z|M) for some computable f : N — N.

(3) There is a computable function g : N — N such that «'(R(z)) < g(k(x)) for
all z € X*.

We write (Q, k) <xp (Q',r) if there is an zp-reduction from (Q, x) to (Q', '),
which is defined as (Q,x) <gp (Q',K') except that instead of (2) it is only
required that R(x) is computable in time |z|/(*(*)) for some computable f : N —
N. These are notions of reductions of the usual (strongly uniform) parameterized
complexity theory. We shall use the following simple observation.

Lemma 25. If (Q, k) <xp (Q, ) and (Q', k') € XPuni, then (Q, k) € XPyn;.

Proof of Theorem 24. By the lemma and by the remark preceding the theorem
it suffices to show that

p-HALT <gpp p-TAUT <, p-EQUIV <, p-UNAMB <y, p-=-INV.

p-HALT <gp¢ p-TAUT: Let M be a nondeterministic Turing machine. We choose
s(M) € N such that all states of M are (coded by) strings of length s(M). We
fix a tautology ap and define f : X* — X* by

Fw) A, if w is the sequence of states of a run of M accepting A;
w) =
ag, otherwise.

Of course, there is a polynomial time procedure assigning to M a clocked poly-
nomial time Turing machine M’ computing f. Then

(M, 1) € p-HALT <= <M’, 1"'S<M)> € p-TAUT,

so that (M, 1™) — (M, 1"'S(M)> is an fpt-reduction from p-HALT to p-TAUT.

p-TAauT <, p-EQUIV: For a clocked polynomial time Turing machine M let
M’ be the Turing machine for tuples that accepts (z,y) if either z = y or
(z =X and y = (w,v), where M(w) is no propositional formula or (M(w) is a
propositional formula and v a valuation which does not satisfy M(w))). Again
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we can assume that from M we get a clocked polynomial time such M’ and that
for some polynomial ¢ € N[X]

(M, 1") € p-TAUT <= <M’, 1Q(")> € p-EqQuiv.

This yields the reduction (M, 1™) <M’, 1q(")> from p-TAUT to p-EQUIV, which
is an xp-reduction and not an fpt-reduction as the degree of the polynomial ¢
depends on time(M).

p-EQuiv <., p-UNAMB: Let M be a clocked polynomial time machine for tuples.
We consider the following clocked nondeterministic polynomial time machine M':
It has an initial state which is left in the first step and cannot be visited again
during any run on any input. From the initial state a direct transition to an
accepting state is possible (independent of the symbol scanned by the head).
Hence, L(M') = X*. Furthermore, all other runs on inputs which do not have
the form (r, x), (s,z,y), or (t,x,y,z) will be rejecting. Here r (“reflexivity”), s
(“symmetry”), and ¢ (“transitivity”) are the strings 00, 01, 10, respectively. On
input (r,x) there is a run of M’ which simulates M on input (x,z) and accepts
if and only if M rejects; similarly, there is an additional accepting run of M’ on
input (s,z,y) if and only if (M accepts (z,y) and rejects (y,z)); finally, there is
an additional accepting run of M’ on input (¢, ,y, z) if and only if (M accepts
(z,y) and (y,z) but not (z, z)). In particular, we see that

L(M) is an equivalence relation on ¥* <= M’ is a UP-machine.

Moreover, one can arrange matters in such a way that for some polynomial
q € N[X] we have

(M, 1) € p-EQUIV < <M’, 1‘1(”)> € p-UNAMB.

p-UNAMB <p,, p- =-INv: We assign to a string w € X* a structure A(w) of
vocabulary 7 := {<, Py}, where

— the universe of A(w) is [|Jw]];
— the binary < is interpreted by the natural ordering on [|w]];
— the unary P, is interpreted by the set of positions in w carrying a 0.

For k > 1 we introduce the vocabulary 7, = {U,V, P1,..., Py, R} with unary
relation symbols U, V, Py, ..., P, and a binary R. Let M be a clocked polynomial
time nondeterministic Turing machine. We assume that M runs exactly ntme®)
steps on inputs of length n. We set ¢(n) := n* ™M) We let M’ be a clocked
polynomial time Turing machine for 7 U 7;-structures that accepts a structure
B if for some w € X* and n := |w|:

(i) (the interpretation of) U and V form a partition of B;
(ii) the 7-reduct on U is isomorphic to A(w);
(ili) the P;’s with ¢ € [k] form a partition of the V-part and |P;| = ¢(n) for all
i € [k];
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(iv) R is an ordering of its field, this field is contained in the V-part and it has
exactly exactly g(n) elements;

(v) if @1,...,iq(n) are such that the mth element of the ordering R is in P; _,
then i1,...,44(,) is the sequence of states of a run of M accepting w;
(vi) if ji,...,J4(n) are such that the mth element of V' in the natural ordering

on B is in P; , then either (i1,...,iqm)) = (J1,-- ;s Jq(n)) O Ji,-- -, Jg(n) 18
not the sequence of states of a run of M accepting w.

It is easy to see that M is an unambiguous machine if and only if the class of
structures accepted by M’ is closed under isomorphism. We leave the rest of the
argument to the reader. ([l

We close this section by showing that some results we proved for p-HALT
hold for all slicewise downward monotone parameterized problems. The proof of
the first result is obtained by the obvious modifications in that of Proposition 4.

Proposition 26. FEvery slicewise downward monotone parameterized problem is
in the class FPT,,.

If (@, k) is slicewise downward monotone and = € X*, we set
s(z) == min{n | n € Nand (z,1") ¢ Q}.

If (z,1™) € Q for alln € N, then we set s(z) := oo. Note that for (Q, k) = p-HALT
and every nondeterministic Turing machine we have s(M) = #(\). Hence, the
following lemma generalizes Lemma 5. As its proof runs along the same lines we
omit it here.

Lemma 27. Let (Q,k) be slicewise downward monotone. If there is an algo-
rithm A accepting (Q, k) such that for all instances (x,1™) with s(x) = oo we
have ty((x,17)) = nf UMD for some function f, then (Q, k) € XPyp;.

With this lemma we show the following generalization of Lemma 11, which
will be used in the next section.

Lemma 28. Let (Q, k) be slicewise downward monotone. If LIST(Q), then (Q, k)
€ XPuni-

Proof. Let L be a listing of the subsets in P of @ by polynomial time Turing
machines. As for every (x,1™) € @, the set {(x,1™)} is a subset in P of @, the
following algorithm A accepts Q:

A //xeX* and 1" withn e N

1. 1+1

2. compute the £th machine listed by L
3. simulate it on input (z,1™)

4. if it accepts then accept
5 L+ 1+1

6. goto 2.
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We want to show that A runs in time polynomial in n for fixed x with s(z) = co.
Then our claim follows from Lemma 27.

If s(x) = oo, then {(z,1™) | n € N} is a subset in P of HALT. Hence, there
is a machine listed by L, say the foth one, that decides this set. Then Lines 2—4
(for £ = {y) show that the running time of A is polynomially bounded in n. O

8. The length of first-order proofs and p-Halt

By the undecidability of first-order logic we know that there is no computable
bound on the length of shortest proofs of valid sentences of first-order logic.?
Mathematicians’ experience seems to indicate that various valid sentences ¢ of
first-order logic only have quite long proofs, say, proofs superpolynomial in |¢|.
How hard is it to decide whether such a hard valid sentence has a proof of a
length less than a given bound? Corollary 32 will show that this problem is not
decidable in polynomial time if p-HALT ¢ XP ;. First we have to make precise
the preceding question. By “hard valid sentences” we mean valid sentences like
the Four Color Theorem or Fermat’s Last Theorem, but also statements like
P # NP or the Riemann Hypothesis. Of course, we do not know whether these
last two statements are valid sentences; hence the following promise problem
could be viewed as the appropriate precise version of our question (note that its
promise is equivalent to assuming that either ¢ is not valid or that ¢ is valid
and has no short proof). Let ¢ : N — N be a nondecreasing, unbounded, and
computable function.

ProMISE-EXP-GODEL,
Instance: A first-order sentence ¢ having no proof of length
< Jp|!U#D) and 17 with n > |@|(I¥D).
Problem: Does every proof of ¢ have length > n?

One could also consider the following (plain) problem.

Exp-GODEL,
Instance: A first-order sentence o and 1™ with n > ||,
Problem: Does every proof of ¢ have length > n?

Clearly, ExP-GODEL, is in coNP; Buhrman and Hitchcock [2] have shown that
sparse problems are not coNP-hard unless the polynomial hierarchy collapses.
This implies (cf. [8]):

Lemma 29. Assume that the polynomial hierarchy does not collapse. Then the
problems PROMISE-EXP-GODEL, and EXP-GODEL, are not coNP-hard (for the
problem PROMISE-EXP-GODEL, this means that the set of instances of the prob-
lem that satisfy the promise and are positive instances is not coNP-hard).

3 Here we refer to any reasonable sound and complete proof calculus for first-order
logic. However, we do not allow proof calculi, which admit all first-order instances of
propositional tautologies as axioms (as then it would be difficult to recognize correct
proofs if P # NP).
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If the two problems are not coNP-hard, how do we convince ourselves that the
two problems are intractable? For this purpose we consider a further slicewise
downward monotone parameterized problem, namely

p-GODEL
Instance: A first-order sentence ¢ and 1™ with n € N.
Parameter: |o|.
Problem: Does every proof of ¢ have a length > n?

We establish the following relationship to the previous problems:

Proposition 30 ([8]). Let ¢ be a nondecreasing, unbounded, and computable
function. If PROMISE-EXP-GODEL, or EXP-GODEL, is decidable in polynomial
time, then p-GODEL € FPT.

Proof. Assume that the algorithm A decides PROMISE-EXP-GODEL, in polyno-
mial time. Then the following algorithm G shows that p-GODEL € FPT: Given
an arbitrary instance (p,1™) of p-GODEL, by brute force G checks whether a
shortest proof of ¢ has length s(p) < |¢[*1¥D); if so, it checks whether s(¢) > n
or not and answers accordingly; otherwise, if n < |90|L(“/’D, it accepts and if
n > |¢[*0¢D (and hence the promise of PROMISE-EXP-GODEL, € P is fulfilled),
it simulates A on (p, 1") and answers accordingly.

As the “brute force check” can be done in time < f(|¢|) for a suitable com-
putable f, the algorithm G witnesses that p-GODEL € FPT. O

We show:
Theorem 31. p-GODEL € XPyy; if and only if p-HALT € XP ;.

From the two previous results we get:

Corollary 32. If p-HALT ¢ XP,y;, then the problems PROMISE-EXP-GODEL,
and EXp-GODEL, are not polynomial time decidable.

Proof of Theorem 81. Assume first that p-HALT € XPyp;. Then LisT(HALT)
(by Corollary 12) and thus, by Lemma 13, LiST(GODEL), where GODEL denotes
the classical problem underlying p-GODEL. Therefore, p-GODEL € XP.,; by
Lemma 28.

Now assume that p-GODEL € XPu,. By standard means one can show
(e.g., [8, Lemma 7]) that there exists a d € N and a polynomial time algorithm
that assigns to every nondeterministic Turing machine M a first-order sentence
oM such that for n € N

<<pM, 1"d> € p-GODEL = (M, 1) € p-HALT. (15)
Moreover,

om has a proof = M accepts the empty input tape. (16)
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Now assume that G is an algorithm that witnesses p-GODEL € XP ;. Let d € N
be as above. We present an algorithm A showing that p-HALT € XPyy;. On an
instance (M, 1™) of p-HALT the algorithm A first computes ¢y and then runs
two algorithms in parallel:

— an algorithm that on input M, by brute force, computes ty(A) (the least n
such that M on empty input tape has an accepting run of length n);
— the algorithm G on input <30M, 1

If the brute force algorithm halts outputting (), then A checks whether n <
tm(A), answers accordingly, and halts. Assume now that G halts. If G accepts

<<pM, 1"d> (and hence (M, 1) € p-HALT by (15)), then A accepts. If G rejects
<<pM, 1"d>, then A continues the simulation of the “brute force algorithm.”
The algorithm A decides p-HALT: note that if G rejects <30M, 1"d>, then

<<pM, 1"d> ¢ p-GODEL; in particular, ¢y has a proof, and therefore M accepts

the empty input tape by (16), so that in this case the computation of the brute
force algorithm eventually will output #y (), and A will answer correctly.

We still have to show that for fixed nondeterministic Turing machine M the
algorithm A runs in time polynomial in n on inputs of the form (M, 1™). We
consider two cases.

M halts on empty input tape: Then an upper bound for the running time is given
by the time that the brute force algorithm needs to compute ty(A) (and the time
for the check whether n < tp())); hence we have an upper bound of the form
nm,
M does not halt on empty input tape: Then, by (16), we have <30M,1"d> €
p-GODEL; hence an upper bound is given by the running time of G on input
<<PM7 1nd>' O
Similarly as we did for p-HALT at the end of Section 3, one can show that
the answer to the question “p-GODEL € XPy;?” would be the same if we only

would require for an instance (¢, 1) of p-GODEL that we get the correct answer
if s(¢), the length of a shortest proof of ¢, is not near to n.

9. Hard sequences for algorithms and p-Halt

Recall that an algorithm O deciding a problem @ C X* is almost optimal if for
every algorithm A deciding @ there is a polynomial py € N[X] such that for
every x € Q
to(z) < pa(ta(z) + [z]). (17)
Note that nothing is required for = ¢ Q.
In [27] it was shown that
TAUT has an almost optimal algorithm <=

there is a polynomially optimal propositional proof system.
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Hence, by Theorem 7,
TAUT has an almost optimal algorithm <= p-HALT € XPy;. (18)

Let A be an algorithm deciding a problem Q. A sequence (x)sen of strings
in Q is hard for A if the function 1° — x4 is computable in polynomial time
and the sequence (tA(:vs))s ¢y 1s not polynomially bounded in s. Clearly, if A is
polynomial time, then A has no hard sequences. Furthermore, an almost optimal
algorithm for @ has no hard sequences either. In fact, if (z5)sen is a hard sequence
for an algorithm, then one can polynomially speed up it on {z, | s € N}, so it
cannot be almost optimal. We show:

Theorem 33. Fvery algorithm deciding TAUT has a hard sequence if and only
if p-HALT ¢ XP .

Proof. If p-HALT € XP,y;, then TAUT has an almost optimal algorithm (by ( 18));
we have just remarked that an almost optimal algorithm has no hard sequence.

It remains to show the implication from right to left. So assume that p-HALT ¢
XPuni- Then, by Lemma 5, for every algorithm A deciding p-HALT there is a
nondeterministic machine M(A) with #y4)(A) = oo such that A restricted to
instances of the form (M(A), 1™) is not polynomial time.

Now let C be any algorithm deciding TAUT and let S be a polynomial time
reduction from HALT to TAUT. Then the algorithm C o S that on input x first
computes S(z) and then simulates C on input S(x), decides HALT. By the pre-
vious observation, C oS restricted to instances of the form (M(C o S),1"™) is not
polynomial time; hence, C restricted to instances of the form S( (M(C o S),1™))
is not polynomial time. As 1% — S( (M(CoS),1%) ) is computable in polynomial

time, the sequence (S((M(CoS),1¢))) _ is a hard sequence for C. O

seN

10. Summary, generalizations and extensions of the results

Summarizing we present a theorem which contains statements from different ar-
eas of theoretical computer science we have shown to be equivalent to p-HALT €
XPyni-

Theorem 34. The following are equivalent:

(1) p-HALT € XP i

(2) There is a polynomially optimal propositional proof system;
(3) LFPi,y captures P;

(4) p-GODEL € XPyp;;

(5) There are algorithms deciding TAUT without hard sequences.

In this expository article we only derived consequences of or statements equiv-
alent to “p-HALT € XP,y,;.” There are various extensions of these equivalences,
which arise from questions like “what do p-HALT € XP, p-HAaLT € FPT, or
p-HALT € FPT,;,; mean for these related problems?” Further complexity classes
have been considered in [12].
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Here we report what the effect of changing membership of p-HALT in the class
XPyuni by a different class means for the equivalence (18). By this equivalence,
p-HALT € XPyy; if and only if there is an algorithm O deciding TAUT such that
for every further algorithm A deciding TAUT there is a polynomial py € N[X]
such that for every tautology «

to(a) < paltala) + laf). (19)

The statement p-HALT € XP is equivalent to the existence of an effective pro-
cedure assigning to an algorithm A deciding TAUT a polynomial py satisfying
(19). And p-HALT € FPT,;,; means that for some d the polynomials py may be
chosen of degree < d. If, in addition, they may be chosen effectively, this means
that p-HALT € FPT.
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