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Trace analysis for a security protocol represents every possible run as a trace and analyzes whether any insecure run is reachable. The number of traces will be infinite due to (1) infinitely many sessions of a protocol, (2) infinitely many principals in the network, and (3) infinitely many messages that intruders can generate. This paper presents an on-the-fly model checking method by restricting/abstracting these infinite factors to a finite model. First, we restrict a typed process calculus to avoid recursive operations, so that only finitely many sessions are considered. Next, a bound variable is introduced as an index of a message to represent its intended destination, so that an unbounded number of principals are finitely described. Then, messages in which irrelevant parts are reduced in a protocol are unified to a parametric message based on the type information. We implement the on-the-fly model checking method using Maude, and automatically detect the flaws of several security protocols, such as the NSPK protocol and the Woo-Lam protocol, etc..

1. Introduction

Trace analysis represents every possible run of a protocol as a trace, and analyzes whether any insecure state is reachable. When applying a model checking as its execution engine, the main difficulty is that the number of traces is infinite. The reasons are:

• Each principal can initiate or act in response in an unlimited number of sessions, which causes unbounded length of each trace.
• Each principal may communicate with an unlimited number of principals, which causes infinitely many traces.
• Each intruder can produce, store, duplicate, hide, or replace an unlimited number of messages based on the messages sent in the network, following the Dolev-Yao model.

In this paper, a finite parametric model is proposed by restricting/abstracting the infinite factors of security protocols. Security properties, such as authentication and secrecy, are checked automatically by on-the-fly model checking. This model checking is sound and complete under the restriction of the bounded number of sessions, and implemented on Maude.

To describe security protocols, we set a typed process calculus based on a variant of Spi calculus, in which new syntax, the binder and the range are introduced. The calculus uses environment-based communication, instead of the standard channel-based communication. Following the Dolev-Yao model, a deductive system is used in the environment to generate infinitely many messages.

To restrict ourselves to a bounded number of sessions of a protocol, the calculus avoids recursive operations, such as replication. To represent an unbounded number of principals, a bound variable in a range is an index of a message representing its intended destination. To unify messages that cause the same behavior in a protocol, they are abstracted to a parametric message based on the type information, so that only a finite number of parametric messages are finally checked.

To represent an unbounded number of principals with which one may communicate, we assume that a principal may send a message to any of the principals. A binder is introduced such that a bound variable in it is regarded as an index of the possible destinations of the message. The variable is ranged over a set of principals' names. The usual way to restrict this kind of infinity is by bounding the number of principals in the network, so that each principal is described as only explicitly communicating with finitely many principals, including an intruder.

Based on the type information, each subexpression whose type is a type variable will be
marked by a new kind of variable named a parametric variable. A parametric variable will not be further instantiated, since substructures of a message that are deeper than type variables do not affect behaviors of a principal. Thus the system is translated into a parametric system, in which all possible messages generated by each principal (including each intruder) can be simulated by finitely many parametric messages. In comparison, Ref. 3 imposes an upper-bound on the number of messages, restricting the state space to be finite.

In a parametric system, not all parametric traces have a corresponding trace, since a parametric trace may not have enough information to decide an equality between two parametric messages. Thus a refinement of the parametric trace may not have enough information to decide an equality between two parametric messages. Thus a refinement of the parametric trace procedure is proposed, in which if a parametric trace does not have enough information to decide an equality between two parametric messages, then it has a corresponding trace. In our calculus, the NSPK protocol is represented as follows:

\[ A \triangleq \nu x_a : \mathcal{T}[A, N_A] + k_{[x_a]} \cdot a2(y_a). \]

\[ \text{case } y_a \text{ of } \{ y'_a \} - k_{[A]} \text{ in} \]
\[ \{ z_a, z'_a \} = y'_a \text{ in} \]
\[ [z_a = N_A] \alpha \{ z'_a \} + k_{[x_a]} \cdot 0 \]

\[ B \triangleq b1(x_b). \text{case } x_b \text{ of } \{ x'_b \} - k_{[B]} \text{ in} \]
\[ \{ y_b, y'_b \} = x'_b \text{ in } [y_b = A] \]
\[ \beta 2 \{ y'_b, N_B[A, B] \} + k_{[A]} \cdot b3(z_b). \]
\[ \text{case } z_b \text{ of } \{ u_w \} - k_{[B]} \text{ in} \]
\[ [u_b = N_B[A, B]] \alpha \{ z_b \} \cdot 0 \]

\[ \text{SYS}_{NSPK} \triangleq A || B \]

where

- \( \nu x_a : \mathcal{T} \) is a range. \( x_a \) represents the possible destinations to which \( A \) may send messages. It is ranged over the infinite set \( \mathcal{T} \) of principals’ names.
- \( +k_{[x_a]} \) and \( -k_{[A]} \) are key binders to represent any public key and \( A \)'s private key, respectively.
- \( N_B[A, B] \) is a nonce binder to represent the confidential datum \( N_B \), which means that \( B \) intends to send \( N_B \) to \( A \).
- \( \alpha \{ z_b \} \cdot 0 \) represents that after a sequence of checks, \( B \) asserts that the message accepted by the \( b3 \) action comes from \( A \).

A string of actions performed by principals, named a trace, is used to describe any possible run of protocols. In a trace, each variable in an input action is instantiated by a message that the environment generates. For example, a trace that represents a run with only the first two flows of the NSPK protocol, i.e., flow (1) and (2) is:

\[ \alpha 1 \{ A, N_A \} + k_{[B]} \cdot b1(\{ A, N_A \} - k_{[B]}). \]
\[ \beta 2 \{ N_A, N_B[A, B] \} + k_{[A]} \cdot a2(\{ N_A, N_B[A, B] \} - k_{[A]}). \]

It is well-known that the original NSPK protocol does not satisfy both secrecy and authen-
tication by a man-in-middle attack \(^3\), which is given as:

\[
\begin{align*}
A \rightarrow I : & \quad \{ A, N_A \} +_{K_I} \quad (A1) \\
I(A) \rightarrow B : & \quad \{ A, N_A \} +_{K_P} \quad (B1) \\
B \rightarrow I(A) : & \quad \{ N_A, N_B \} +_{K_R} \quad (B2) \\
I \rightarrow A : & \quad \{ N_A, N_B \} +_{K_A} \quad (A2) \\
A \rightarrow I : & \quad \{ N_B \} +_{K_I} \quad (A3) \\
I(A) \rightarrow B : & \quad \{ N_B \} +_{K_B} \quad (B3)
\end{align*}
\]

The confidential datum \( N_B \) is leaked during the flow (A3), and thus the NSPK protocol violates the secrecy property. In (B3), \( B \) “thinks” the message comes from \( A \), while it actually comes from \( I \), so this violates the authentication property.

In order to define these properties, some new expressions are defined: For the secrecy property, a guardian, \( \text{check}(x) \), which means that any message that instantiates \( x \) is observable, is introduced. The guardian can be inserted at any position in traces, to be instantiated by any messages leaked in each trace. Secrecy of \( N_B \) is specified as \( \neg \text{check}(N_B[A, B]) \). (The formal definition can be found in Subsection 5.1.)

The property that \( A \) is authenticated to \( B \) is specified as \( \overline{\text{acc}} x \rightarrow \overline{\text{acc}} x \). The interpretation is that (1) if \( \overline{\text{acc}} \) occurs in a trace, then the label \( \overline{\text{acc}} \) must occur in the same trace before \( \overline{\text{acc}} \), and (2) both \( \overline{\text{acc}} \) and \( \overline{\text{acc}} \) are attached to the same message. (The formal definition can also be found in Subsection 5.1.)

When one tries to detect such flaws, the main difficulty is that the number of runs is infinite. Such infinite nature is caused by: (1) an unlimited number of sessions of protocols, (2) an unlimited number of principals in the network, and (3) infinitely many messages that intruders may generate.

Our ideas are: (1) For an unlimited number of sessions, recursive definitions are avoided in our calculus, and thus only bounded number of sessions are considered. (2) For an unlimited number of principals, ranges and binders can represent communication with infinitely many principals, and later such communication is abstracted by a finite action. In comparison, Refs. 2, 3) impose an upper-bound on the number of principals. (3) For infinitely many messages, a parametric system is proposed to simulate the infinitely many traces with a finite number of parametric traces, while existing approaches impose an upper-bound on the number of messages \(^3\).

For an unlimited number of principals, a principal communicating to infinitely many other principals can be imitated by representing the intended destination by a bound variable in a range. The variable in the range later will not be instantiated in the parametric system, thus an unlimited number of principals can be extracted to a finite action. An alternative way to describe the communication is by using infinite process definition, such as replication, which is difficult to abstract to a finite system.

We apply a type system to abstract some unnecessary details of messages. Each sub-expression whose type is a type variable will be marked by a new kind of variable named a parametric variable, which need not be further instantiated. Because substructures of a message that are deeper than type variables do not affect behaviors of principals. The process will not further decompose, decrypt or validate these submessages. By this abstraction, the resulting system is a parametric system (the formal definition is in Subsection 4.1). The NSPK protocol is translated into a parametric system as follows.

\[
A_\text{p} \triangleq (\forall \hat{x}_a : \overline{I} aT\{ A, N_A \} +_{K[\hat{x}_a]}).
\]

\[
\begin{align*}
A_1 & \triangleq (\hat{z}_a, \hat{z'}_a)_{-k[\hat{x}_a]} \quad (A1) \\
\text{case } & \{ \hat{z}_a, \hat{z'}_a \}_{-k[\hat{x}_a]} \text{ of } \{ \hat{z}_a, \hat{z'}_a \}_{-k[\hat{x}_a]} \\
in & \text{let } (\hat{z}_a, \hat{z'}_a) = (\hat{z}_a, \hat{z'}_a) \text{ in } \\
& \hat{z}_a = N_A[\overline{\text{acc}} \{ \hat{z'}_a \}_{-k[\hat{x}_a]}] \cdot 0
\end{align*}
\]

\[
B_\text{p} \triangleq b1(\{ \hat{x}_b, \hat{y}_b \}_{-k[\hat{y}_b]}).
\]

\[
\begin{align*}
\text{case } & \{ \hat{x}_b, \hat{y}_b \}_{-k[\hat{y}_b]} \text{ of } \\
& \{ \hat{x}_b, \hat{y}_b \}_{-k[\hat{y}_b]} \text{ in } \{ \hat{x}_b, \hat{y}_b \} = \text{let } (\hat{x}_b, \hat{y}_b) = \\
& \{ \hat{z}_b \}_{-k[\hat{y}_b]} \text{ of } \{ \hat{z}_b \}_{-k[\hat{y}_b]} \text{ in } \\
& \{ \hat{z}_b \}_{-k[\hat{y}_b]} \text{ of } \{ \hat{z}_b \}_{-k[\hat{y}_b]} \text{ in } \\
& \{ \hat{z}_b \}_{-k[\hat{y}_b]} \text{ of } \{ \hat{z}_b \}_{-k[\hat{y}_b]} \text{ in } \{ \hat{z}_b = N_B[A, B] \}_{-k[\hat{y}_b]} \cdot 0
\end{align*}
\]

\[
SYS_{p}^{\text{NSPK}} \triangleq A_\text{p} \parallel B_\text{p}
\]

In a parametric system, the number of parametric traces is finite. As Theorem 2 in Subsection 4.2 states, each trace in the original system has a corresponding parametric trace in its parametric system. However, not all parametric traces in a parametric system have a corresponding trace in the original system. To find whether a parametric trace has a corresponding trace, a refinement of parametric trace procedure is proposed, in which if a parametric trace can be deduced to a satisfiable normal form, then it has a corresponding trace (described by Theorem 3 in Subsection 4.3).
The secrecy and the authentication properties defined in an original system can also be defined equivalently in its corresponding parametric system and checked by performing a finite search (Theorems 4 and 5 in Subsection 5.2). For instance, in NSPK protocol, a counterexample to the secrecy property
\[ \overline{aT\{A, N_A\} + k[\hat{x}_a]} . b1(\{A, N_A\} - k[B]). \]
\[ \overline{b2\{N_A, N_B[A, B]\} + k[A]}. \]
\[ a2(\{N_A, N_B[A, B]\} - k[A]). \]
\[ \overline{a3\{N_B[A, B]\} + k[\hat{x}_a]} . check(N_B[A, B]) \] (C1)
can be detected automatically. The counterexample shows that in \( \overline{a3} \), A may send the message he intends to send to B to other principals (thus leaking the confidential message \( N_B[A, B] \)). If we substitute \( x_a \) for an intruder name \( I \), the same attack we have introduced in \( \overline{A1-A3, B1-B3} \) is specified.

Similarly, we can detect a counterexample to the authentication
\[ \overline{aT\{A, N_A\} + k[\hat{x}_a]} . b1(\{A, N_A\} - k[B]). \]
\[ \overline{b2\{N_A, N_B[A, B]\} + k[A]}. \]
\[ a2(\{N_A, N_B[A, B]\} - k[A]). \]
\[ \overline{a3\{N_B[A, B]\} + k[\hat{x}_a]} . b3(\{N_B[A, B]\} - k[B]). \]
\[ \overline{ac\{N_B[A, B]\} - k[B]} \] (C2)
which means that B thinks that he accepts the message from A, while actually A can send the message to any one of possible principals. Similarly, if we substitute \( \hat{x}_a \) for \( I \), the trace also represents the same attack we have introduced in \( \overline{A1-A3, B1-B3} \).

The fixed NSPK protocol\(^3\) revises flow (2) to
\[ B \rightarrow A : \{B, N_A, N_B\} + k_A \] (2') and avoids such attacks. In the flow (2'), A will check whether the principal whom he intends to communicate with is identical to the principal name he has received. In an original system and in a parametric one, A is represented as follows: (We omit the representation of B here):
\[ A' \triangleq (\nu x_a : T) \overline{aT\{A, N_A\} + k[\hat{x}_a]} . a2(y_a). \]
\[ \text{case } y_a \text{ of } \{y_a\} - k[A] \text{ in } \]
\[ \text{let } (z_a, z'_a) = y_a \text{ in } [z_a = x_a] \]
\[ \text{let } (w_a, w'_a) = z'_a \text{ in } [w_a = N_A]\overline{a3\{w'_a\} + k[z_a]} . 0 \]
\[ A'_p \triangleq (\nu x_a : T) \overline{aT\{A, N_A\} + k[\hat{x}_a]} . \]
\[ a2(\{\hat{x}_a, \hat{w}_a, \hat{w}'_a\} - k[\hat{x}_a]). \]
\[ \text{case } \{\hat{x}_a, \hat{w}_a, \hat{w}'_a\} - k[\hat{x}_a] \text{ of } \]
\[ \{\hat{x}_a, \hat{w}_a, \hat{w}'_a\} - k[A] \text{ in } \]
\[ \text{let } (\hat{x}_a, \hat{w}_a, \hat{w}'_a) = (\hat{x}_a, \hat{w}_a, \hat{w}'_a) \text{ in } [\hat{x}_a = \hat{x}_a] \]
\[ \text{let } (\hat{w}_a, \hat{w}'_a) = (\hat{w}_a, \hat{w}'_a) \text{ in } [\hat{w}_a = N_A]\overline{a3\{\hat{w}'_a\} + k[\hat{w}'_a]} . 0 \]

With the match operation \( [z_a = x_a] \), when we instantiate \( z_a \) while generating a parametric trace, \( x_a \) will be instantiated at the same time. Thus both the label \( \overline{a3} \) and the label \( \overline{ac} \) are attached to the same message. So following the same action order of the counterexample (C2), the trace is not a counterexample any more.

\[ \overline{aT\{A, N_A\} + k[B]} . b1(\{A, N_A\} - k[B]). \]
\[ \overline{b2\{B, N_A, N_B[A, B]\} + k[A]}. \]
\[ a2(\{B, N_A, N_B[A, B]\} - k[A]). \]
\[ \overline{a3\{N_B[A, B]\} + k[B]} . b3(\{N_B[A, B]\} - k[B]). \]
\[ \overline{ac\{N_B[A, B]\} - k[B]} \]
This means that A will not send the message labeled \( a3 \) to any possible principal, because A has accepted the communicator’s name via \( z_a \).

3. Process Calculus with Binders and Types, and Its Trace

The syntax of our calculus is based on the Spi calculus\(^5\). We also introduce new syntax, binder and range.

3.1 Process and Trace

Assume four countable disjoint sets: \( L \) for labels, \( N \) for names, \( B \) for binder names and \( V \) for variables. Let \( a, b, c, \ldots \) indicate labels, \( m, n, k, \ldots \) indicate names, \( \text{m, n, k} \ldots \) indicate binder names, and \( x, y, z, \ldots \) indicate variables.

Messages \( M, N, L \ldots \) in a set \( M \) are defined as follows:
\[ M, N, L := n \mid x \mid (M, N) \mid \{M\}_L \mid [m[M_1, \ldots, M_n] \]
\[(M, N) \text{ represents a pair of which each element is a message. } \{M\}_L \text{ is an encrypted message where } M \text{ is its plain message and } L \text{ is its encryption key. A binder } m[M_1, \ldots, M_n] \text{ is regarded as a special name with some relation to other messages. } M_1, \ldots, M_n \text{ are parameters of } m. \text{ For simplicity, we usually use } M \text{ to represent a tuple of messages, and thus a binder } m[M_1, \ldots, M_n] \text{ can also be denoted as } m[M]. \text{ One usage of binders is to represent encryption keys. For instance, binder } k[A, S] \text{ represents a symmetric key shared with principals } A \text{ and } S; \text{ } +k[A] \text{ and } -k[A] \text{ represent } A \text{'s public key and private key, respectively. } +k[x] \text{ represents any} \]
public key in the network. We say a message M is in a message N, if M is a subterm of N; a message is ground, if it does not contain any variable.

Let \( \mathcal{P} \) be a countable set of processes which is indicated by \( P, Q, R, \ldots \). The syntax of processes is defined as follows:

\[
P, Q, R ::= \\
0 \quad \text{Nil process that does nothing.} \\
\overline{\pi M}.P \quad \text{output} \\
a(x).P \quad \text{input} \\
[M = N] P \quad \text{match} \\
(vx : A)P \quad \text{range} \\
\text{let } (x, y) = M \text{ in } P \quad \text{pair splitting} \\
\text{case } M \text{ of } \{x\}_L \text{ in } P \quad \text{decryption} \\
P||Q \quad \text{composition}
\]

Intuitively understanding,

- \( 0 \) is Nil process that does nothing.
- \( \overline{\pi M}.P \) sends message \( M \) to the environment and then behaves like \( P \).
- \( a(x).P \) awaits an input message \( M \) and behaves like \( P[M/x] \).
- If \( M = N \), then \( [M = N] P \) acts as \( P \); Otherwise it will be stuck.
- \((vx : A)P\) means that \( x \) in \( P \) ranges over \( A \) (\( \subseteq N \)), and acts as \( P[m/x] \), where \( m \in A \).
- If \( M \) is a pair \( (N, L) \), let \( (x, y) = M \) in \( P \) is reduced to \( P[N/x, L/y] \); Otherwise it will be stuck.
- Process \( \text{case } M \text{ of } \{x\}_L \text{ in } P \) is reduced to \( P[N/x] \) when \( M \) is an encrypted message \( \{N\}_L \) that \( L \) can decrypt; Otherwise it will be stuck.
- \( P||Q \) means that \( P \) and \( Q \) run concurrently.

Variables \( x \) and \( y \) are bound in \( a(x).P \), \((vx : A)P\), let \( (x, y) = M \) in \( P \), and case \( M \) of \( \{x\}_L \) in \( P \). We denote the sets of free variables and bound variables in \( P \) by \( f_v(P) \) and \( b_v(P) \), respectively. A process \( P \) is closed if \( f_v(P) = \emptyset \).

A process is used to represent behaviors of each principal in a security protocol. Here, we take a naive example; a more complex example can be found in Subsection 3.4.

**Example 1.** *(Wide-mouthed frog protocol)* A principal \( A \) shares a shared-key \( k[A, S] \) with a server \( S \), and another principal \( B \) shares a shared-key \( k[B, S] \) with \( S \). The purpose of the protocol is to establish a new secret key \( k[A, B] \) between \( A \) and \( B \), which \( A \) may use to send a confidential datum \( M \) to \( B \). The protocol flows and its representation by above syntax \( SYS^{WMF} \), are described below:

\[
A \rightarrow S: \{K_{AB}\}_KAS \\
S \rightarrow B: \{K_{AB}\}_KBS \\
A \rightarrow B: \{M\}_KAB \\
A \triangleq \overline{\alpha I}[k[A, B]]_K[A, S] \overline{\alpha 2}[M]_K[A, B] . 0 \\
B \triangleq b1(x).case x of \{y\}_K[B, S] \text{ in } \\
b2(z).case z of \{u\}_y \text{ in } 0 \\
S \triangleq s1(x).case x of \{y\}_K[A, S] \text{ in } \\
\overline{\alpha 2}(y)_K[B, S] . 0 \\
SYS^{WMF} \triangleq A\|S\|B
\]

Messages that the environment can generate are started from the current finite knowledge, denoted by \( S (\subseteq M) \), and deduced by a deductive system. Here, we presuppose a countable set \( E (\subseteq M) \), for those environmental names and ground binders such as public keys, intruders’ names and their keys, etc. For example, \( I, \neg k[I'], k[I, S], +k[A] \ldots \in E \). Let \( \triangleright \) be the least binary relation generated by the deductive system in Fig. 1:

An action is a term of form \( \overline{\pi M} \) or \( a(M) \), in which \( M \) is a message. \( Act \) is defined as an action set. An action is ground if its attached message is ground. A string of ground actions can represent a possible run of the protocol when each input message can be deduced by messages in its prefix string. We named such a kind of string concrete trace, or a trace. represented by \( s \). The messages in a trace \( s \), represented by \( msg(s) \), are those messages in output actions of the trace \( s \). We use \( s \triangleright M \) to represent \( msg(s) \triangleright M \).

**Definition 1.** A concrete trace \( * \) is a ground action string \( s \in Act * \) such that \( s = s' . a(M) \). \( s'' \) implies \( s \triangleright M \) for each \( s', s'' \) and \( a(M) \). A concrete configuration is a pair \( \langle s, P \rangle \), in which \( s \) is a trace and \( P \) is a closed process.

### 3.2 Operational Semantics

The transition relation of configurations is defined by the rules in Fig. 2, in which each rule has the following form: \( \langle s, P \rangle \rightarrow \langle s', P' \rangle \), meaning that if a condition \( C \) is satisfied, \( \langle s, P \rangle \) will transit to \( \langle s', P' \rangle \). Note that in rules \( LCOM \) and \( RCOM \), no reaction is provided between two composed processes, and both processes communicate with the environment. Furthermore, a function \( \text{Opp} \) is defined for complementary key in decryption and encryption. Thus we have \( \text{Opp}(+k[A]) = -k[A] \).

\( ^* \) Before Section 4, a concrete trace is identified with a trace, for simplicity.
\[
\begin{array}{c}
\text{OUTPUT} \\
(s, a(x).P) \rightarrow \langle s, a(M), P/M/x \rangle \quad s \triangleright M
\\
(\text{PAIR}) \\
(s, aM.P) \rightarrow \langle s, aM, P \rangle \\
(\text{DEC}) \\
(s, \text{let } (x, y) = (M, N) \text{ in } P) \rightarrow \langle s, P/M/x,N/y \rangle \\
(\text{RANGE}) \\
(s, (\nu x : A)P) \rightarrow \langle s, P/m/x \rangle \\
(\text{MATCH}) \\
\langle s, [M = M]/P \rangle \rightarrow \langle s, P \rangle \\
\langle s, P \rangle \rightarrow \langle s', P' \parallel Q \rangle
\end{array}
\]

**(a)** Environment deductive system.

**Fig. 1** Environmental deductive system.

\[
\begin{align*}
&\lambda \text{ abstraction in } \lambda \text{-calculus.} \\
&\text{• } \alpha \text{ ranges over a countable set of type variables.} \\
&\text{• } b \text{ ranges over the set of base types, which} \\
&\text{consists of an identity type } i \text{ for names of}
\end{align*}
\]

principals, a nonce type \( n \) for nonces, and other kinds of base types, for instance, \( \text{int} \), \( \text{char} \), etc.

- The pair type \( \tau * \tau \) is given to a pair message.
- The binder type \( \sigma[\tau_1, \ldots, \tau_n] \) is given to a binder \( m[M_1, \ldots, M_n] \), where \( \sigma \) ranges over the set of binder name types, and \( \tau_1, \ldots, \tau_n \) are the types of the binder’s parameters \( M_1, \ldots, M_n \), respectively. For example \( k, k_+, k_- \ldots \) are binder name types for binder names \( k, +k, -k \) respectively, so the type of a binder \( k[A, B] \) is \( k[i, i] \). Since given a binder name type, its parameters’ types will be fixed, for simplicity, we usually use a binder name type to represent a binder’s type. For instance, the type of \( k[A, B] \) can be abbreviated to \( k \).
- The shared-key encryption type, \( \oplus \tau \), is given to an encrypted message encrypted by a shared-key, and \( \tau \) is the type for its plain message. Similarly, \( \oplus_{+} \tau \) is for a public-key encrypted message, and \( \oplus_{-} \tau \) is for a private-key encrypted message, say, a digital signature. \( \oplus_{\tau} \tau \) is for an encrypted message whose key cannot be decided statically.
- The type \( \text{unit} \) is a nil type for the \( \text{0} \) process.
- The disjoint type \( \tau_1 + \tau_2 \) is given to a composition process, \( P \parallel Q \).
- The arrow type \( \tau \rightarrow \tau \) is given to an input process, which is similar to the type of the abstraction in \( \lambda \)-calculus.

We use an expression \( e \) where \( e \in M \cup P \) to
describe a message or a process. Let $\Gamma$ be a type environment mapping from the set of variables $V$, to the set of types $T$. The typing inference system has the form $\Gamma \vdash e : \tau$, in which $\Gamma$ is a type environment, $e$ is the expression whose type will be inferred and $\tau$ is the type of $e$. If the type environment is an empty set, the form $\Gamma \vdash e : \tau$ will be abbreviated to $\vdash e : \tau$. Furthermore, we assume a function $\text{TypeOf} : \mathcal{P}(N) \cup \mathcal{P}(B) \rightarrow T$ that assigns a type to a set of names or binder names. Here $\text{TypeOf}(n)$ is the abbreviation of $\text{TypeOf}(\{n\})$. The typing rules for the expressions are given in Fig. 3.

Among the transition rules in Fig. 2, the $\text{INPUT}$ rule needs to be modified with a type constraint, that is, a message $M$ deduced by the $s$ in the configuration $\langle s, a(x), P \rangle$, whose type can be unified with the type of $x$, will be instantiated to $x$.

\[
\begin{align*}
\text{(T_INPUT)} & \quad \langle s, a(x), P : \tau_1 \rightarrow \tau_2 \rangle \quad \rightarrow \\
& \quad \langle s, a(M), P\{M/x\} \rangle \\
& \quad s \triangleright M, \vdash M : \tau_1
\end{align*}
\]

Even with the type constraint, the rule $\text{T_INPUT}$ may also lead to an infinity of a system, since a type variable can be unified to any type, thus a variable whose type is a type variable can be instantiated to any possible message.

The typing system does not provide an easy way to assign a type to an expression $e$. Thus a type algorithm is provided and its correctness is verified. In the algorithm, given a typing environment $\Gamma$ and an expression $e$, a substitution $\theta$ mapping from type variables to types and a type $\tau$ can be calculated, which satisfy $\Gamma \theta \vdash e : \tau$.

Before defining the algorithm, we provide a type unification algorithm, which can be used both in the type inference algorithm and the message type matching in $\text{T_INPUT}$ rule. An occurrence check function $\text{FTV}(\tau, \alpha)$ is presupposed as usual, which satisfies that $\alpha$ does not occur in $\tau$ if $\text{FTV}(\tau, \alpha) = \text{True}$. The unification algorithm has the following form $\text{Unify}(\tau, \tau') = (\theta, \sigma)$. That is, given two types $\tau$ and $\tau'$, it either returns a substitution $\theta$ and a type $\sigma$ that satisfy $\tau \theta = \tau' \theta = \sigma$, or raises failure.

The $\text{Unify}$ and $\text{Infer}$ algorithms are given in Appendix A.1. We will prove that every type calculated by the algorithm $\text{Infer}$ can be inferred by the typing rules in Fig. 3.

**Lemma 1.** Let $e$ be an expression, $\tau$ be a type, $\Gamma$ be a type environment and $\theta$ be a substitution mapping from type variables to types. If $\Gamma \vdash e : \tau$, then $\Gamma \theta \vdash e : \tau \theta$.

**Proof.** Applying structural induction to the expression $e$, we only show the base cases and two inductive steps here; the remaining cases are quite similar.

1. Case $e = x$: Because $\Gamma \vdash e : \tau$, we have $\langle x, \tau \rangle \in \Gamma$. Let $\Gamma_1 = \Gamma \backslash \{\langle x, \tau \rangle\}$, so $\Gamma \theta = \Gamma_1 \theta \cup \{(x, \tau)\}$. Let $\Gamma_1 \theta \cup \{(x, \tau)\} \vdash e : \tau$, and thus $\Gamma \theta \vdash e : \tau \theta$ according to typing rule $\text{Msg}_\text{Variable}$.

2. Case $e = n$: Because $\Gamma \vdash e : \tau$, we have $\tau = \text{TypeOf}(n)$, and $\tau \theta = \tau$ for every substitution $\theta$. By typing rule $\text{Msg}_\text{Name},$
Let $e$ be an expression, $\Gamma$ be a typing environment and $\theta$ be a substitution. If $\text{Infer}(\Gamma, e) = (\theta, \tau)$, $\Gamma \vdash e : \tau$ can be inferred.

**Proof.** Applying structural induction to the expression $e$. one base step and three inductive steps are proposed; the remaining cases are simple and similar. We use the same notations as in the algorithm.

(1) Case $e = x$: We have $\text{Infer}(\Gamma, x) = (Id, \tau)$, because $\Gamma Id = \Gamma$ and $(x, \tau) \in \Gamma$, $\Gamma \vdash x : \tau$ is inferred by the typing rule $\text{Msg\_Variable}$.

(2) Case $e = (M, N)$: by induction hypothesis, we have two derivations:

- $\text{Infer}(\Gamma, M) = (\theta_1, \tau_1) \quad (1)$
- $\text{Infer}(\Gamma, N) = (\theta_2, \tau_2) \quad (2)$

By applying Lemma 1 to (1), we have

$\Gamma \theta_1 \vdash M : \tau_1 \quad (3)$

By applying typing rule $\text{Msg\_Pair}$ to (2) and (3), we have

$\Gamma \theta_1 \theta_2 \vdash (M, N) : \tau_1 \theta_2 * \tau_2 \quad (4)$

which is the expected result of

$\text{Infer}(\Gamma, (M, N)) = (\theta_1 \theta_2, (\tau_1 \theta_2) * \tau_2)$

(3) Case $e = a(x).P$: By induction hypothesis, we get a derivation:

- $\text{Infer}(\Gamma \cup \{(x, \alpha)\}, P) = (\theta, \tau) \quad (5)$
- $\Gamma \theta \cup \{(x, \alpha)\} \theta \vdash P : \tau \quad (6)$

By applying typing rule $\text{Input}$ to (4), we have

$\Gamma \theta \vdash a(x).P : \alpha \theta \rightarrow \tau \quad (7)$

which is the result of $\text{Infer}(\Gamma, a(x).P) = (\theta, \alpha \theta \rightarrow \tau)$.

(4) Case $e = \text{case } M \text{ of } \{x\}_L \text{ in } P$: By the induction hypothesis, we have two derivations and a unification:

$\text{Infer}(\Gamma, M) = (\theta_1, \tau_1) \quad (8)$

$\Gamma \theta_1 \vdash M : \tau_1 \quad (9)$

$\text{Infer}(\Gamma_1, L) = (\theta_2, \tau_2) \quad (10)$

$\Gamma \theta_2 \vdash L : \tau_2 \quad (11)$

$\text{Unify}(\cup^* \alpha, \tau_1 \theta_2) = (\upsilon, \varrho) \quad (12)$

$\cup^* (\alpha \theta) = \tau_1 \theta_2 \varrho = \varrho \quad (13)$

$\text{Infer}(\Gamma_1 \theta_2 \varrho \cup \{(x, \alpha)\} \theta_2 \varrho, P) = (\theta_3, \tau_3) \quad (14)$

$\Gamma \theta_1 \theta_2 \varrho \theta_3 \cup \{(x, \alpha)\} \theta_3 \varrho \vdash P : \tau_3 \quad (15)$

which is the result of

$\text{Infer}(\Gamma, \text{case } M \text{ of } \{x\}_L \text{ in } P) = (\theta_1 \theta_2 \varrho \theta_3, \tau_3)$

3.4 Representation of Security Protocols Using Binders

In this subsection, we will describe how to represent a protocol with the purpose of model checking some security properties. We assume there are infinitely many principals in the network, and consider two arbitrary principals $A$ and $B$ who are willing to communicate with each other, as well as with any other principals by a protocol. The secrecy property means during the communication, a confidential message will not be leaked to other principals except $A$ and $B$. The authentication property means that when $B$ thinks it has received a message from $A$, the message really comes from $A$.

According to these two properties, a principal who intends to send a message is supposed to send the message to any one of the possible principals in the network, if he cannot gain the information about the principal to whom he intends to send the message. An abstraction will be employed by using a range and some binders to finitely describe such an assumption. That is, the principal may send the same message...
to different principals, and such a sending procedure is performed only once. An alternative way to describe the communication is by using infinite process definition, such as replication. By this way, a principal with intention to communicate with infinitely many principals can be described as the principal that communicates with each principal in different sessions. It is difficult to abstract to a finite system.

As a receiver, we will fix its potential sender to the sender we represented in one session. That is, a receiver will “think” he has received the message from some principal he has known. Such an assumption is necessary when defining authentication and secrecy properties, since otherwise the sender and the receiver we represented may have no connections with each other, and thus these properties between them can not be defined. For example, if A sent a message to C, and B received a message from D, it is certain that the message B received is different from the message A sent. In Subsection 5.3, when we define the security properties in multiple sessions, we will loosen the restriction, assuming that other than in one session, the receiver can communicate with any principal. With these assumptions, we define secrecy and authentication properties in multiple sessions.

Let’s consider Abadi-Gordon protocol introduced in Ref. 5) as an example. The informal description of the protocol is given flow-by-flow as follows:

\[ \begin{align*}
S & \rightarrow A & : & A, \{B, K_{AB}\}_{K_{AS}} \\
A & \rightarrow S & : & \{A, K_{AB}\}_{K_{SB}} \\
A & \rightarrow B & : & A, \{A, M\}_{K_{AB}}
\end{align*} \]

Intuitively interpreting, the principal A wants to send a message M to B encrypted by a new key \( K_{AB} \) that he generates. Firstly, he sends the \( K_{AB} \) and B’s name to a trusted third party (TTP) server S. After the TTP sends the new key to B, A sends a message encrypted by the key \( K_{AB} \) to B. We will represent the protocol as follows:

\[ \begin{align*}
A & \triangleq (\nu x : \mathcal{I}) a\overline{a}(A, \{x, k[A, x]\}_{k[A, S]}). \\
\overline{a}2(A, \{A, M\}_{k[A, x]}) \cdot 0 \\
B & \triangleq b1(x). \text{case } x \text{ of } \{x'\}_{k[B, S]} \text{ in} \\
& \quad \text{let } (y, z) = x' \text{ in } [y = A] b2(w). \\
& \quad \text{let } (w', w'') = \text{in } [w' = A] \\
& \quad \text{case } w'' \text{ of } \{u\}_z \text{ in} \\
& \quad \text{let } (u', u'') = u \text{ in } [u' = A] F(u'')
\end{align*} \]

By this way, a principal with intention to communicate with infinitely many principals can be described as the principal that communicates with each principal in different sessions. It is difficult to abstract to a finite system. According to the above approach, a range and a binder are used when a principal sends a message that contains the information of its intended receiver, and the principal cannot gain such information by previous communications. For example, during the communication of the Abadi-Gordon protocol, the principal A cannot obtain any information of its corresponding receiver. Thus a binder \( k[A, x] \) is used to describe that A can communicate with any one of principals in the network. Furthermore, a range (\( \nu x : \mathcal{I} \)) is used to bind the variable \( x \) to an infinite set \( \mathcal{I} \), which contains the names of all principals in the network.

\[ F(u'') \in (5) \] means that B runs a process F with the message that it “thinks” came from A. Usually, we define the process F as a declaration of accepting a specific message from the intended principal. For instance, in this protocol, we define \( F(u'') = a\overline{a}a w.0 \), meaning principal B thinks itself successfully accepting the message through w from A.

4. Parametric System

The typed system has reduced the number of traces by excluding messages whose type cannot unify the type of an input variable. However, the typed system may still be infinite, since a variable (or a sub-expression) whose type is a type variable can be instantiated to any possible message. For example, a process P is defined as follows:

\[ P \triangleq a1(x). a\overline{a}x x.0 \]

After inferring the type of \( P, \) the type of \( x \) is a type variable \( \alpha \), which means a configuration \( \langle s, P \rangle \) can transit to \( \langle s.a1(\bar{M}), a\overline{a}M.0 \rangle \) for any message that satisfies \( s \triangleright M \). However, these messages have the same effect on the following actions of the process, since the receiver process will not further decompose, encrypt or validate the message that was received, before it sends the message through \( a\overline{a}2 \). To reduce the system, a special variable named a parametric variable \( \hat{x} \) is proposed to mark a sub-expression with a type variable as its type. A parametric variable will not be further instantiated. In the above example, the trace will become \( s.a1(\hat{x}). a\overline{a}2\hat{x} \) when \( P \) transits to \( 0 \), which is finite. According to the above approach, a
new system named a parametric system is introduced to simulate the previous system.

4.1 Parametric Process and Parametric Trace

We use a new set \( \hat{V} \) for parametric variables and assume \( \hat{V} \cap V = \emptyset \). As convention, elements in \( \hat{V} \) are denoted by \( \hat{x}, \hat{y}, \ldots \). Parametric messages in a set \( \hat{M} \) and parametric processes in a set \( \hat{P} \) can be defined as follows:

\[
\hat{M} := \hat{x} \mid n \mid (\hat{M}, \hat{N}) \mid \hat{M}_L \\
\hat{M} = M \mid \hat{M} \hat{M} \mid \hat{M} = N \hat{P} \\
\hat{P} := \text{Nil} \mid \hat{a}(\hat{M}) \hat{P} \mid \overline{\hat{a}} \hat{M} \hat{P} \mid \hat{M} = N \hat{P} \\
\mid \{x\} \hat{a}(\hat{A}) \hat{P} \mid \text{let} (\hat{M}, \hat{N}) = L \hat{P} \\
\mid \text{case } \hat{M} \text{ of } \{N\} \hat{P} \mid \hat{P} \parallel \hat{Q}
\]

Given a closed process \( P \), we try to mark each sub-expression whose type is a type variable with a parametric variable. Thus \( P \) can be translated into a parametric process \( \hat{P} \). For this purpose, given a closed process \( P \) and its type \( \tau \), an inference system is proposed, which infers a substitution \( \theta \) mapping from \( \hat{V} \) to \( \hat{M} \). The inference system has the form \( \Delta \vdash_P \theta : \tau \Rightarrow \), in which \( \Delta \) is a context environment mapping from \( \hat{V} \) to \( \hat{M} \), \( P \) is a closed process and \( \tau \) is its type. The corresponding parametric process \( \hat{P} \) is obtained by applying the substitution \( \theta \) to the process \( P \). We name \( \hat{P} \) the abstraction of \( P \), and \( P \) the concretization of \( \hat{P} \). Note that there do not exist any variables in a parametric process, since each variable is substituted to a parametric message.

In the inference system, some functions are predefined. \( \text{NewParVar} : \Delta \rightarrow \hat{V} \) generates a new parametric variable that does not occur in \( \text{Dom}(\Delta) \). \( \text{Binder} : T \rightarrow T \) obtains the corresponding binding name from a binder type. The inference system is given in Fig. 4.

By the inference system, the formal definition of Abadi-Gordon protocol described in Subsection 3.4 will be translated into the following parametric processes:

\[
A_p \triangleq (v_{\hat{x}_1} : I) a(\hat{A}, \{\hat{x}_1, k[\hat{A}, \hat{x}_1]\}_{k[A,S]}).
\]

\[
B_p \triangleq b1(\{\hat{y}_1, \hat{z}_1\}_{k[\hat{x}_1, \hat{y}_k]}). \text{ case } \{\hat{y}_1, \hat{z}_1\}_{k[\hat{x}_1, \hat{y}_k]} \text{ of } \{\hat{y}_1, \hat{z}_1\}_{k[\hat{B}, \hat{S}]} \text{ in } let (\hat{y}_1, \hat{z}_1) = \text{ (} \hat{y}_1, \hat{z}_1 \text{) in } [\hat{y}_1 = A] b2(\hat{w}_1, \{\hat{w}_1', \hat{w}_1''\}_{\hat{I}_1}).
\]

\[
S_p \triangleq s1(\hat{x}, \{\hat{y}, \hat{z}\}_{k[\hat{x}_1, \hat{S}]}). \text{ let } (\hat{x}, \{\hat{y}, \hat{z}\}_{k[\hat{x}_1, \hat{S}]} = (\hat{x}, \{\hat{y}, \hat{z}\}_{k[\hat{x}_1, \hat{S}]} \text{ in case } \{\hat{y}, \hat{z}\}_{k[\hat{x}_1, \hat{S}]}]
\]
of \{\hat{y}, \hat{z}\}_{k[x,s]} in let (\hat{y}, \hat{z}) = (\hat{y}, \hat{z}) in
\mathcal{S}_{2}(\hat{x}, \hat{z})_{k[\hat{y}, \hat{z}]} \cdot 0
\
SYS_{p}^{AG} \triangleq A_{p}||S_{p}||B_{p}

Similar to a concrete system, a parametric action is a term of form \(\pi M\) or \(a(M)\), in which \(M\) is a parametric message. A parametric trace is a string of parametric actions. Note that in a concrete trace, any message in an input action should be deduced by the prefix trace of the input action. However, a parametric trace may not have enough information to decide an equality between two parametric messages, and thus whether a parametric message is deducible is unknown. Thus we loosen this restriction and define a parametric trace as follows. Such a loosening may lead to a divergence between a trace and a parametric trace, which will be discussed later.

Definition 2. A parametric trace \(\hat{s}\) is a string of parametric actions. A pair \((\hat{s}, \hat{P})\) is a parametric configuration if \(\hat{s}\) is a parametric trace and \(\hat{P}\) is a parametric process.

Since parametric variables are not instantiated during model transitions, the equality check (in MATCH and DEC) of two messages cannot be judged explicitly. Instead, a parametric message unification function \(\text{Uni}\), whose parameters enjoy the same type, is applied to them. The transitions of a parametric system are given in Fig. 5.

Given a parametric trace \(\hat{s}\), if there exists a substitution \(\theta\) that assigns each parametric variable to a ground message, and satisfies \(s = \hat{s}\theta\), where \(s\) is a concrete trace, we say that \(s\) is a concretization of \(\hat{s}\) and \(\hat{s}\) is an abstraction of \(s\). \(\theta\) is named concretized ground substitution.

4.2 Sound and Complete Simulation

We hope that each concrete trace in a concrete system has an abstraction in its corresponding parametric system, and that each parametric trace in the parametric system has at least one concretization, so a bisimulation relation can be defined between them. However, although each concrete trace does have an abstraction, some parametric traces may have no concretizations. Let’s take a simple example, suppose a process \(P\) is defined as \(P \triangleq \text{a1}(x).[x = b] \cdot a2\cdot x.0\), in the concrete system \((\epsilon, P)\), \(a2\) will never occur in traces during transitions since any process will be stuck when \([x = b]\) is considered, since the trace cannot deduce the name \(b\). However, a parametric trace \(\text{a1}(b).a2(b)\) is in its corresponding parametric system.

However, a parametric system can still cover its concrete one. That is, if a parametric trace has a concretization, then the concretization is a trace in its counterpart concrete system. Otherwise the parametric trace cannot be instantiated to any concrete trace. As shown in the above example, parametric trace \(\text{a1}(b).a2(b)\) cannot be instantiated to any concrete trace since \(\epsilon \not\sim b\). Here we explain the soundness and completeness theorem.

Theorem 2. (Soundness and completeness)

Let \((\epsilon, P)\) be a configuration, \(s'\) be a trace, and \(\hat{P}\) be the abstraction of \(P\), then \((\epsilon, P) \rightarrow^* (s', P')\) for some \(P'\), if and only if there exists \(s'\), such that \((\epsilon, P) \rightarrow^* (\tilde{s}', \tilde{P}')\) for some \(\tilde{P}'\), and \(s'\) is a concretization of \(\tilde{s}'\).

Proof. “\(\Rightarrow\)”: By an induction on the number of transitions \(\rightarrow\) and \(\rightarrow_{p}\), the proof is trivial in the zero-step. We assume in the \(n\)-th step the property holds. That is, for each trace \(s\) gained in the \(n\)-th \(\rightarrow\) step, there exists an \(\tilde{s}\) obtained by the \(n\)-th \(\rightarrow_{p}\) step, and \(\tilde{s}\theta = s\) holds for some substitution \(\theta\) from parametric variables to ground messages. Now, we perform a case analysis on the \(n + 1\) step:

(1) Case \((s, 0)\): Obviously.

(2) Case \(\langle s, a(x).P \rangle\): If \(\langle s, a(x).P \rangle \rightarrow (s.a(M), P\{M/x\})\), then the type of the
ground message \( M \) can be unified with the type \( \tau \) of \( x \). So after applying the inference system in Fig. 4 to the process, \( x \)
in the corresponding parametric process will be substituted to a parametric message \( M \) that can be unified by \( M \). Let \( \vartheta' = \text{Unif}(M, M) \), and \( \hat{P} \) be the abstraction of \( P \), then we have \( \langle \hat{s}, a(M), \hat{P} \rangle \rightarrow_{p} \langle \hat{s}, a(M), \hat{P} \rangle \) and \( s.a(M) = \hat{s}.a(M)(\vartheta \cup \vartheta') \).

(3) Case \( \langle s, \bar{\alpha}M.P \rangle \): Compared with the transition \( \langle s, \bar{\alpha}M.P \rangle \rightarrow \langle s.\bar{\alpha}M, P \rangle \), the parametric configuration has the transition \( \langle s, \bar{\alpha}M.P \rangle \rightarrow \langle s.\bar{\alpha}M, P \rangle \). Since each parametric variable in \( M \) is already in the domain of \( \vartheta \), we have \( M = M\vartheta \) and \( s.\bar{\alpha}M = (s.\bar{\alpha}M)\vartheta \).

(4) Case \( \langle s, \text{let } (x, y) = (M, N) \rangle \in P \): Obviously.

(5) Case \( \langle s, \text{case } \{M\}_{L} \text{ of } \{x\}_{L'} \rangle \in P \): If \( \langle s, \text{case } \{M\}_{L} \text{ of } \{x\}_{L'} \rangle \in P \) can transit to \( \langle s, P \rangle \) where \( L' = \text{Opp}(L) \), and its counterpart parametric configuration is \( \langle \hat{s}, \text{case } \{\hat{M}\}_{L} \text{ of } \{\hat{x}\}_{L'} \rangle \in \hat{P} \), then the parametric variables in \( L \) and \( L' \) are in the domain of \( \vartheta \). Thus \( L = L\vartheta \) and \( L' = L'\vartheta \). So \( s\vartheta = (\hat{s}\vartheta)\vartheta \) where \( \vartheta = \text{Unif}(L, \text{Opp}(L)) \).

(6) Case \( \langle s, [M = M]P \rangle \): If \( \langle s, [M = M]P \rangle \rightarrow \langle s, P \rangle \) and its counterpart configuration is \( \langle \hat{s}, [\hat{M} = \hat{M}']P \rangle \), then the parametric variables in \( M \) and \( M' \) are in the domain of \( \vartheta \), and \( M\vartheta = M'\vartheta = M \). Thus if \( \vartheta = \text{Unif}(M, M') \), then \( \vartheta \vartheta \) since the \( \vartheta \) is the most general unifier of \( M \) and \( M' \) and \( \vartheta \) is a unifier of them. So we have \( s\vartheta = (\hat{s}\vartheta)\vartheta \).

(7) \( \langle s, (\nu x : A)P \rangle \): Then we have \( \langle s, (\nu x : A)P \rangle \rightarrow \langle s, P(m/x) \rangle \) for each \( m \in A \). Its counterpart configuration is \( \langle \hat{s}, (\nu \hat{x} : A)\hat{P} \rangle \) and \( s = \hat{s}(\vartheta \cup \{m/\hat{x}\}) \).

(8) Case \( \langle s, P\|Q \rangle \): Obviously.

"⇐": By an induction on the number of transitions \( \rightarrow_{p} \) and \( \rightarrow \), the proof is trivial in the zero-step. We assume in the \( n \)-th step the property holds, that is, for each parametric trace \( \hat{s} \) gained by the \( n \)-th \( \rightarrow_{p} \) step, if there exists a substitution \( \vartheta \) from parametric variables to ground messages, and a trace \( s \) that satisfies \( s = \hat{s}\vartheta \), then \( s \) can be obtained by the \( n \)-th step of \( \rightarrow \). Now, we perform a case analysis on the \( n + 1 \)-th step:

(1) Case \( \langle \hat{s}, 0 \rangle \): obviously.

(2) Case \( \langle \hat{s}, a(M), \hat{P} \rangle \): If there exists a step in which \( \langle \hat{s}, a(M), \hat{P} \rangle \rightarrow_{p} \langle \hat{s}.a(M), \hat{P} \rangle \), and a ground substitution \( \vartheta \) where \( \hat{s}\vartheta \) is a trace, then \( M\vartheta \) is a ground message which can be deduced by \( s\vartheta \), and its type can be unified by the type of \( x \) because of the inference system in Fig. 4. So \( \langle \hat{s}, a(x), \hat{P} \rangle \rightarrow \langle \hat{s}.a(M\vartheta), P(M\vartheta/x) \rangle \).

(3) Case \( \langle \hat{s}, \bar{\alpha}M, \hat{P} \rangle \): We have \( \langle \hat{s}, \bar{\alpha}M, \hat{P} \rangle \rightarrow_{p} \langle \hat{s}, \bar{\alpha}M, \hat{P} \rangle \). Note that there exists a ground substitution \( \vartheta \), and there do not exist any fresh parametric variables in \( M \) due to Output rule in the inference system in Fig. 4, so we have \( \langle \hat{s}\vartheta, \bar{\alpha}M\vartheta, \hat{P} \rangle \rightarrow \langle \hat{s}, \bar{\alpha}M, \hat{P} \rangle \).

(4) Case \( \langle \hat{s}, \text{let } (M, N) = (M, N) \rangle \in \hat{P} \): Obviously.

(5) Case \( \langle \hat{s}, \text{case } \{\hat{M}\}_{L} \text{ of } \{\hat{x}\}_{L'} \rangle \in \hat{P} \): We have \( \langle \hat{s}, \text{case } \{\hat{M}\}_{L} \text{ of } \{\hat{x}\}_{L'} \rangle \rightarrow_{p} \langle \hat{s}, \hat{P}\vartheta \rangle \), where \( \vartheta = \text{Unif}(L, \text{Opp}(L)) \), and there exists a substitution \( \vartheta \). So in \( \hat{s}\vartheta \), \( L\vartheta = \text{Opp}(L\vartheta) \). Furthermore, in the inference system in Fig. 4, Dec rule does not introduce any new parametric variables in \( L \) and \( L' \), then \( L\vartheta = \text{Opp}(L\vartheta) \) and thus the counterpart transition can be performed.

(6) Case \( \langle \hat{s}, [\hat{M} = \hat{M}']P \rangle \): cf. the former case analysis, after applying the substitution \( \vartheta = \text{Unif}(M, M') \) to both the parametric trace and process, \( M\vartheta = M'\vartheta \) will be the same, and there do not exist any new parametric variables in them. By applying the ground substitution \( \vartheta \), \( M\vartheta = M'\vartheta \). Thus the counterpart transition will be performed successfully.

(7) The last two cases, New and Composition, are obvious.

\[\square\]

### 4.3 Satisfiable Normal Form

Theorem 2 shows that each trace in a concrete system has an abstraction in its parametric system. However, a parametric trace may not have concretizations. Let’s take a simple example to show the reason for the divergence.

**Example 2.** Consider a naive protocol:

\[\begin{array}{c}
A \rightarrow B : \{A, M\}_{k_{A,B}}
\end{array}\]

In its parametric system, there exists a parametric trace \((A, x)_{k_{A,B}}\), while in its concrete system, since \([k, A, B] \) was not leaked in the environment, before \(A\) sends the message \([A, M]_{k_{A,B}}\), \( B \) cannot accept any message encrypted by \([k, A, B] \). Thus, the parametric trace...
\[ b_1\{\{A, \hat{x}\}\}_{k[A,B]} \text{ has no concretizations.} \]

We name a message like \( \{A, \hat{x}\}_{k[A,B]} \) a rigid message. Intuitively interpreting, a rigid message is the pattern of a requirement in an input action. The requirement can only be satisfied by the messages generated by a proper principal, not by intruders. These messages are contained in an output action of a parametric trace. If there are no appropriate messages to satisfy the requirement, then the parametric trace has no concretizations. The definition of a rigid message is as follows:

**Definition 3 (Rigid message).** Given a parametric trace \( \hat{s} = s'.a(M).s'' \), \( \{\hat{N}\}_{\hat{L}} \in \hat{M} \) is a rigid message if the following conditions are satisfied:

- \( \hat{L} \) is a ground binder, and there exists a name, a binder or a rigid message in \( \hat{N} \);
- If \( \hat{L} \) is a shared key, then \( \hat{s}' \not\in \hat{L} \) and \( \hat{s}' \not\in \{\hat{N}\}_{\text{Opp}(\hat{L})} \);
- If \( \hat{L} \) is a private key, then there exists some rigid message, or at least one name or binder in \( \hat{N} \) cannot be deduced by the \( \hat{s}' \), and \( \hat{s}' \not\in \{\hat{N}\}_{\text{Opp}(\hat{L})} \);
- If \( \hat{L} \) is a public key, then \( \hat{s}' \not\in \text{Opp}(\hat{L}) \) and \( \hat{s}' \not\in \{\hat{N}\}_{\text{Opp}(\hat{L})} \).

Some researchers also regard an encrypted message where a variable is encrypted by a shared key as a rigid message, for example, to represent a protocol through which A sends to B an encrypted message, \( \{M\}_{k[A,B]} \). One of the parametric traces will be \( a_1(M).b_1(\{\hat{x}\}_{k[A,B]}) \). It seems \( \hat{x} \) can only be substituted by \( M \), and thus \( \{\hat{x}\}_{k[A,B]} \) is a rigid message. However, the communicated messages are nothing but bit streams in the network. In such a case, any bit stream with the same length as \( \{M\}_{k[A,B]} \) can fake the message, since without comparing some plain message to other messages already known, B cannot distinguish whether the plain message will be meaningful after decrypting the message he receives. So in our definition, \( \{\hat{x}\}_{k[A,B]} \) is not a rigid message.

A parametric trace with a rigid message needs to be further substituted by trying to unify the rigid message to the messages in output actions of its prefix parametric traces. Such unification procedures will terminate because each rigid message can only be unified by the irreducible messages in some output actions of its prefix parametric trace, and the number of these messages is finite. We name these messages elementary messages, and use \( el(\hat{s}) \) to represent the set of elementary messages in \( \hat{s} \). Here is the definition of \( el(\hat{s}) \).

**Definition 4 (Elementary messages).** Let \( \hat{U} \) be a set of parametric messages, \( \text{dec}(\hat{U}) \) is a minimal set that satisfies

- \( \hat{U} \subseteq \text{dec}(\hat{U}) \);
- If \( \{M, \hat{N}\} \in \text{dec}(\hat{U}) \), then \( \hat{M}, \hat{N} \in \text{dec}(\hat{U}) \);
- If \( \{M\}_{\hat{L}} \in \text{dec}(\hat{U}) \), \( \hat{L} \) is ground, and \( \text{Opp}(\hat{L}) \in \text{dec}(\hat{U}) \), then \( \hat{M}, \hat{L} \in \text{dec}(\hat{U}) \);
- If \( \{M\}_{\hat{L}} \in \text{dec}(\hat{U}) \), \( \hat{L} \) is not ground, then \( \hat{M} \in \text{dec}(\hat{U}) \).

Given a parametric trace \( \hat{s} \), let \( out(\hat{s}) \) be the set of all parametric messages in output actions of \( \hat{s} \), then \( el(\hat{s}) \) is the set of minimal terms with respect to the subterm relation in \( \text{dec}(\hat{s}) \).

Given a parametric trace \( \hat{s} \) and a parametric message \( \hat{N} \), we say \( \hat{N} \) is \( \rho \)-unifiable in \( \hat{s} \), if there exists \( N' \in el(\hat{s}) \) such that \( \rho = \text{Unif}(\hat{N}, N') \). A parametric trace deductive relation between two parametric traces, \( \hat{s} \rightsquigarrow \hat{s}' \) is defined as follows:

**Definition 5 (Deductive relation).** Let \( \rightsquigarrow \) be the least binary relation of two parametric traces and \( \hat{s} \) be a parametric trace such that \( \hat{s} = s'.a(M).s'' \). If there exists a rigid message \( \hat{N} \in \hat{M} \) such that \( \hat{N} \not\in el(\hat{s}_1) \), and \( \hat{N} \) is \( \rho \)-unifiable in \( \hat{s}_1 \), then \( \hat{s} \rightsquigarrow \hat{s}' \).

For two parametric traces \( \hat{s} \) and \( \hat{s}' \), if \( \hat{s} \rightsquigarrow^* \hat{s}' \) and there is no \( \hat{s}'' \) that satisfies \( \hat{s}' \rightsquigarrow \hat{s}'' \), we name \( \hat{s}' \) the normal form of \( \hat{s} \). The set of normal forms of \( \hat{s} \) is denoted by \( \text{nf}_\rightarrow(\hat{s}) \).

**Remark 1.** Given a parametric trace \( \hat{s} \), \( \text{nf}_\rightarrow(\hat{s}) \) is finite.

**Example 3.** One of the parametric traces generated by the Abadi-Gordon protocol described in Subsection 3.4 is as follows. By the deductive relation, it has deduced to a normal form.

\[
\begin{align*}
\text{\overline{a}_1}(A, \{\hat{x}_1, k[A, \hat{x}_1]\}_{k[A,S]}). \\
\text{\overline{a}_2}(A, \{A, M\}_{k[A,\hat{x}_1]}). \\
\text{s_1}(\hat{x}, \{\hat{y}, \hat{z}\}_{k[\hat{x}, \hat{s}]}). \\
\text{\overline{s}_2}(\hat{x}, \hat{z})_{k[\hat{y}, \hat{s}]}), b_1(\{A, \hat{t}_1\}_{k[B,S]}). \\
\text{\overline{b}_2}(A, \{A, \hat{w''}_1\}_{\hat{t}_1}). \text{\overline{a}_cc}(A, \{A, \hat{w''}_1\}_{\hat{t}_1}) \\
\rightsquigarrow \text{\overline{a}_1}(A, \{\hat{x}_1, k[A, \hat{x}_1]\}_{k[A,S]}). \\
\text{\overline{a}_2}(A, \{A, M\}_{k[A,\hat{x}_1]}). \\
\text{s_1}(A, \{B, \hat{z}\}_{k[A,S]}). \\
\text{\overline{s}_2}(\hat{x}, \hat{z})_{k[B,S]}), b_1(\{A, \hat{z}\}_{k[B,S]}). \\
\text{\overline{b}_2}(A, \{A, \hat{w''}_1\}_{\hat{z}}). \text{\overline{a}_cc}(A, \{A, \hat{w''}_1\}_{\hat{z}}) \\
\rightsquigarrow 
\end{align*}
\]
\[
\begin{align*}
&\bar{a}\bar{1}(A, \{B, k[A, B]\}_{k[A, S]}), \\
&\bar{a}\bar{2}(A, \{A, M\}_{k[A, B]}), \\
&s\bar{l}(A, \{B, k[A, B]\}_{k[A, S]}), \\
&s\bar{2}(A, \{B, k[A, B]\}_{k[B, S]}), \\
&b\bar{1}(\{A, k[A, B]\}_{k[B, S]}), b\bar{2}(A, \{A, \bar{w}_1\}_{k[A, B]}). \\
&\bar{a}\bar{c}\bar{c}(A, \{A, \bar{w}_1\}_{k[A, B]}). \\
&\sim\sim\sim \\
&\bar{a}\bar{1}(A, \{B, k[A, B]\}_{k[A, S]}). \\
&\bar{a}\bar{2}(A, \{A, M\}_{k[A, B]}). \\
&s\bar{l}(A, \{B, k[A, B]\}_{k[A, S]}), \\
&s\bar{2}(A, \{k[A, B]\}_{k[B, S]}), \\
&b\bar{1}(\{A, k[A, B]\}_{k[B, S]}), b\bar{2}(A, \{A, M\}_{k[A, B]}).
\end{align*}
\]

By the following lemma, we can see that a concretization of a parametric trace \(\hat{s}\) is still the concretization of \(s'\) if \(\hat{s} \rightsquigarrow s'\). Thus, to decide whether a parametric trace has concretizations just requires checking whether there exists some parametric trace in its \(\text{nf}_{\sim}(\hat{s})\) that has concretizations.

**Lemma 2.** If \(\hat{s}\) is a parametric trace, and \(s\) is a concretization satisfying \(s = \hat{s}\vartheta\) where \(\vartheta\) is a concretized ground substitution, then \(\hat{s}\) is either a normal form, or there exists an \(s'\) such that \(\hat{s} \rightsquigarrow s'\) with \(\hat{s}\vartheta = s'\vartheta\).

**Proof.** Let \(\hat{s} = s'.a(M), s''\). If \(s\) is not a normal form, there exists some rigid message \(\{N\}_L\) in \(\hat{M}\), such that \(\{\hat{N}\}_L \notin \text{el}(s')\). Since \(\hat{s} = \hat{s}\vartheta\) and \(s\) is a trace, and thus \(s'\vartheta \succ \hat{M}\vartheta\), then \(\{\hat{N}\}_L\vartheta \in \text{el}(s'\vartheta)\). By the definition of a rigid message, \(s'\vartheta \notin \text{el}(s')\). Since \(\{\hat{N}\}_L\vartheta \in \text{el}(s'\vartheta)\), there exists \(\{N\}_L\vartheta = \text{el}(s'\vartheta)\) that \(\{\hat{N}\}_L\vartheta = \{N\}_L\vartheta\). Thus \(\{\hat{N}\}_L\vartheta = \{N\}_L\vartheta\), and \(\hat{s} \rightsquigarrow \hat{s}\vartheta\).

**Lemma 3.** Let \(\hat{s}\) be a parametric trace, and \(s'\) be a normal form in \(\text{nf}_{\sim}(\hat{s})\). \(s'\) has a concretization, if and only if, for each decomposition \(s' = s'_1.a(M), s'_2\):

- each rigid message \(\hat{N}\) in \(\hat{M}\) satisfies \(\hat{N} \in \text{el}(s'_1)\), and
- each name \(n\), and ground binder \(m[\hat{N}]\) in \(\hat{M}\) in \(\hat{P}_a\) satisfies \(n, m[\hat{N}] \in \text{el}(s'_1)\), where \(\hat{P}_a\) is the process containing label \(a\).

**Proof.** \(\Rightarrow\): Prove by contradiction. Assume a normal form \(s\) has concretizations \(s\) such that \(s = s'\vartheta\). If \(s'\) does not satisfy the first requirement, there exists at least one rigid message \(\{N\}_L\) in \(s'\) that is not \(\hat{\rho}\)-unifiable in its prefix \(s'_1\). Thus \(\{\hat{N}\}_L\vartheta \notin \text{el}(s'_1)\). By definition of a rigid message, \(s'_1\vartheta \notin L\), then \(s'_1\vartheta \notin \{\hat{N}\}_L\vartheta\). This contradicts the definition of a trace. If \(s'\) does not satisfy the second requirement, that is, there exists either a name \(n\), or a ground binder \(m[\hat{N}]\) in \(\hat{M}\) that is local in \(\hat{P}_a\) and \(n, m[\hat{N}] \notin \text{el}(s'_1)\). Then \(s'_1\vartheta \notin n, m[\hat{N}]\), and thus \(s'_1\vartheta \notin M\vartheta\). This again contradicts the definition of a trace.

\(\Rightarrow\): Since the first occurrence of a parametric variable is in an input action, let \(\vartheta\) be an arbitrary concrete ground substitution that assigns each parametric variable in \(s'\) to a name in \(\mathcal{E}\), then for each decomposition \(s'\vartheta = s'_1\vartheta.a(M)\vartheta, s'_2\vartheta\), \(s'_1\vartheta \succ M\vartheta\) is satisfiable. Thus \(s'\vartheta\) is a trace, and also a concretization of \(s'\).

We name a normal form of \(\hat{s}\) that satisfies the requirements in Lemma 3 a satisfiable normal form, and use \(\text{snf}_{\sim}(\hat{s})\) to denote the set of satisfiable normal forms of \(\hat{s}\). Since \(\text{snf}_{\sim}(\hat{s}) \subseteq \text{nf}_{\sim}(\hat{s})\), the set is finite.

**Remark 2.** Given a parametric trace \(\hat{s}\), \(\text{snf}_{\sim}(\hat{s})\) is finite.

The following theorem shows that a parametric trace has a concretization if \(\text{snf}_{\sim}(\hat{s}) \neq \emptyset\).

**Lemma 4.** Let \(\hat{s}\) be a parametric trace, and \(s\) be a trace. \(s\) is a concretization of \(\hat{s}\) if and only if \(s\) is a concretization of some \(s'\) with \(s' \in \text{snf}_{\sim}(\hat{s})\).

**Proof.** \(\Rightarrow\) If \(s\) is a concretization of \(\hat{s}\), then there exists a concretized ground substitution \(\vartheta\) with \(s = \hat{s}\vartheta\). By Lemma 2 we can get either \(s\) is a normal form or \(\hat{s}\) can be deduce to a parametric trace \(s'\) by \(\rightsquigarrow\) such that \(s = s'\vartheta\). If \(s\) is a normal form and it has a concretization \(s\), so \(\hat{s}\) is also a satisfiable normal form according to Lemma 3. If \(\hat{s}\) is not a normal form, the number of rigid messages in \(\hat{s}\) is finite, so \(\hat{s}\vartheta = s'\vartheta\), where \(s'\) is a normal form, by repeatedly applying Lemma 2. Since \(s'\) has the concretization \(s', s' \in \text{snf}_{\sim}(\hat{s})\).

\(\Rightarrow\) If \(s\) is a concretization of the satisfiable normal form \(s'\) such that \(s' \in \text{snf}_{\sim}(\hat{s})\), we have \(s = s'\vartheta\) for some concretized ground substitution \(\vartheta\). \(s'\) is a normal form of \(\hat{s}\), so \(s' = \hat{s}\vartheta\) for some \(\vartheta\), in which \(s = s'\vartheta = s'\vartheta\). Thus \(s\) is a concretization of \(\hat{s}\).
The theorem is a corollary of Lemma 4.

5. Representing and Checking Security Properties

The security properties, such as secrecy and authentication, can be defined in a concrete system, and be detected equivalently in the corresponding parametric system. In Subsection 5.1, we propose two definitions in the concrete system for secrecy and authentication properties, then characterize how to define secrecy and authentication for NSPK protocol (described in Section 2) and Abadi-Gordon protocol (described in Subsection 3.4), respectively. In Subsection 5.2, we interpret how to detect these properties in the parametric system, and prove the methods are equivalent to those defined in the corresponding concrete system.

5.1 Representing the Security Properties

5.1.1 Secrecy

The secrecy property intuitively means that the environment should never learn a confidential data the principals communicate. For example, in the Abadi-Gordon protocol described in Subsection 3.4, a confidential datum is M, which should be guaranteed never to occur in the environment without any protection. A usual way to define the secrecy property is by proposing a guardian to the system, checking at any time whether a confidential datum is leaked, as shown in Ref. 1).

In our system, the secrecy property cannot be defined so easily, since a sender may send a message to any possible principal, if he cannot gain the information about his destination from previous messages. Thus we cannot confirm whether the message is sent to the specific receiver we represented. In order to define the secrecy property, we will use a binder instead of a name to represent a confidential datum M in the Abadi-Gordon protocol, that is, \( \mathfrak{M}[A,B] \), which means that the datum is only shared by A and B. With this modification, the message labeled \( a_2 \) should be modified to \( a_2(A,\{A,\mathfrak{M}[A,B]\}) \) in the representation of Abadi-Gordon protocol (in Subsection 3.4). The modified system is defined as \( \text{SYS}^{AG}_{s} \). Thus we define the system with a guardian as follows:

\[ \text{SYS}^{AG}_{s} \triangleq \text{SYS}^{AG}_{s}||\text{check}(x).0 \]

To define the secrecy property of protocols, we have the following definition:

Definition 6. Let \( \alpha \) be an action and \( s \) be a trace. We define \( s \models \neg \alpha \) if for each ground substitution \( \rho \) from a variable to a ground message, \( \alpha \rho \) does not occur in \( s \). We say that a configuration satisfies \( \neg \alpha \), denoted by \( \langle s, P \rangle \models \neg \alpha \), if \( s' \models \neg \alpha \) for each concrete trace \( s' \) that satisfies \( \langle s, P \rangle \xrightarrow{\cdot} \langle s', P' \rangle \) for some \( P' \).

With the above definition, the secrecy property of the Abadi-Gordon protocol can be characterized as follows. Similarly, we can also formally characterize the secrecy property of NSPK protocol introduced in Section 2 here.

Characterization 1. [Secrecy in AG protocol] Given the formal description of Abadi-Gordon protocol, it satisfies secrecy property, if

\[ \langle \epsilon, \text{SYS}^{AG}_{s} \rangle \models \neg \text{check}(\mathfrak{M}[A,B]) \]

Characterization 2. [Secrecy in NSPK protocol] Given the formal description of NSPK protocol, it satisfies secrecy property, if

\[ \langle \epsilon, \text{SYS}^{NSPK}_{s} \rangle \models \neg \text{check}(\mathfrak{M}[A,B]) \]

5.1.2 Authentication

The authentication property is another important security property that has been studied in security protocol analysis. We exploit an already existing and widely used way to specify authentication properties, called correspondence assertion, which was first introduced by Woo and Lam in Ref. 6). The following method to define authentication property comes originally from Ref. 2).

Definition 7. Let \( \alpha \) and \( \beta \) be actions, with \( f_\alpha(\alpha) \subseteq f_\beta(\beta) \), and let \( s \) be a trace. We use \( s \models \alpha \leftrightarrow \beta \) to represent that for each ground substitution \( \rho \) from a variable to a ground message, if \( \beta \rho \) occurs in \( s \), then \( \alpha \rho \) occurs in \( s \) before \( \beta \rho \). We say that a configuration satisfies \( \alpha \leftrightarrow \beta \), denoted by \( \langle s, P \rangle \models \alpha \leftrightarrow \beta \), if \( s' \models \alpha \leftrightarrow \beta \) for each trace \( s' \) that satisfies \( \langle s, P \rangle \xrightarrow{\cdot} \langle s', P' \rangle \) for some \( P' \).

So the authentication property of Abadi-Gordon protocol is characterized formally as follows. Similarly, authentication in NSPK protocol introduced in Section 2 is also characterized formally.

Characterization 3. [Authentication in AG protocol] Given the formal description of Abadi-Gordon protocol, the sender is correctly authenticated to the receiver, if

\[ \langle \epsilon, \text{SYS}^{AG}_{s} \rangle \models a_2x \leftrightarrow a\epsilon x \]

Characterization 4. [Authentication in NSPK protocol] Given the formal description of NSPK protocol, the sender is correctly authenticated to
the receiver, if
\[ \langle \epsilon, \text{SYS}^{\text{NSPK}} \rangle \models \overline{a\bar{x} x} \]

5.2 Checking the Security Properties

In order to check security properties in a parametric system, Definition 8 and Definition 9 simulate the specifications defined in Definition 6 and Definition 7. Theorem 4 and Theorem 5 guarantee that checking these two specifications is decidable in a parametric system.

To define the secrecy property in a parametric system, a specification that simulates the one defined in Definition 6 is given as follows:

**Definition 8.** Let \( \alpha \) be an action, and \( \hat{s} \) be a parametric trace which has concretizations. \( \hat{s} \models \neg \alpha \), if for each concretization \( s \) of \( \hat{s} \), \( s \models \neg \alpha \). We say that a parametric configuration satisfies \( \neg \alpha \), denoted by \( \langle \hat{s}, \hat{P} \rangle \models \neg \alpha \), if \( \hat{s}' \models \neg \alpha \) for each parametric trace \( \hat{s}' \) that satisfies \( \langle \hat{s}, \hat{P} \rangle \rightarrow^* \langle \hat{s}' \rangle \) for some \( \hat{P}' \).

A parametric action \( \alpha \) is \( \hat{\rho} \)-unifiable in a parametric trace \( \hat{s} \) if the parametric message in \( \alpha \) can be unified to the parametric message attached to the same label as \( \hat{s} \), and \( \hat{\rho} \) is the result of the unification.

**Lemma 5.** \( \hat{s} \) is a parametric trace and \( \hat{s} \models \neg \alpha \), if and only if \( \text{snf}^\hat{\alpha} (\hat{s} \hat{\rho}) = \emptyset \) when \( \alpha \) is \( \hat{\rho} \)-unifiable in \( \hat{s} \).

**Proof.** "\( \Rightarrow \):" Prove by contradictions: If \( \alpha \) is \( \hat{\rho} \)-unifiable in \( \hat{s} \), and \( \text{snf}^\hat{\alpha} (\hat{s} \hat{\rho}) \neq \emptyset \), by Theorem 3, \( \hat{s} \hat{\rho} \) has concretizations. We choose an arbitrary concretization \( s = \hat{s} \hat{\rho} \hat{\theta} \), and then \( \alpha \hat{\rho} \hat{\theta} \) occurs in \( s \) and thus \( \hat{s} \models \neg \alpha \), which contradicts the assumption.

"\( \Leftarrow \):" If \( \alpha \) is \( \hat{\rho} \)-unifiable in \( \hat{s} \) with \( \text{snf}^\hat{\alpha} (\hat{s} \hat{\rho}) = \emptyset \), by Theorem 3, \( \hat{s} \hat{\rho} \) has no concretization. Since a concretization of \( \hat{s} \) in which \( \alpha \) is \( \hat{\rho} \)-unifiable is also a concretization of \( \hat{s} \hat{\rho} \), then for each concretization \( s \) of \( \hat{s} \), \( s \models \neg \alpha \). Thus \( \hat{s} \models \neg \alpha \).

**Theorem 4.** Given a concrete configuration \( \langle \epsilon, P \rangle \) and an action \( \alpha \), let \( \hat{P} \) be the abstraction of \( P \), \( \langle \epsilon, \hat{P} \rangle \models \neg \alpha \) if and only if \( \langle \epsilon, \hat{P} \rangle \models \neg \alpha \).

This theorem is a corollary of Theorem 2 and Lemma 5.

By Theorem 4, the definition of the secrecy property for a protocol (for instance, characterized in Characterizations 1 and 2) can be equivalently defined in its corresponding parametric system, and detected by finitely searching on the satisfiable normal form set of each parametric trace in the parametric system.

To define the authentication property in a parametric system, a specification that simulates the one defined in Definition 7 is given as follows:

**Definition 9.** Let \( \alpha \) and \( \beta \) be actions, with \( f_\epsilon (\alpha) \subseteq f_\epsilon (\beta) \), and let \( \hat{s} \) be a parametric trace that has concretizations. \( \hat{s} \models \alpha \leftrightarrow \beta \), if \( s \models \alpha \leftrightarrow \beta \) for each concretization \( s \) of \( \hat{s} \).

We say that a parametric configuration satisfies \( \alpha \leftrightarrow \beta \), denoted by \( \langle \hat{s}, \hat{P} \rangle \models \alpha \leftrightarrow \beta \), if \( \hat{s}' \models \alpha \leftrightarrow \beta \) for each trace \( \hat{s}' \) that satisfies \( \langle \hat{s}, \hat{P} \rangle \rightarrow^* \langle \hat{s}' \rangle \) for some \( \hat{P}' \).

**Lemma 6.** Given a parametric trace \( \hat{s} \), \( \hat{s} \models \alpha \leftrightarrow \beta \) if and only if, \( \alpha \) is \( \hat{\rho} \)-unifiable in \( \hat{s} \), and for each satisfiable normal form in \( \text{snf}^\hat{\alpha} (\hat{s}) \) satisfying \( \hat{s} \hat{\rho} \), \( \alpha \hat{\rho} \hat{\theta} \) occurs before \( \beta \hat{\rho} \hat{\theta} \) in \( \hat{s} \hat{\rho} \).

**Proof.** "\( \Rightarrow \):" Prove by contradictions: If \( \alpha \) is \( \hat{\rho} \)-unifiable in \( \hat{s} \), then \( \hat{s} \models \alpha \leftrightarrow \beta \), which contradicts to our assumption. Otherwise, assume a satisfiable normal form \( \hat{s} \hat{\rho} ' \) in \( \text{snf}^\hat{\alpha} (\hat{s}) \), and \( \alpha \hat{\rho} \hat{\theta} \) does not occur before \( \beta \hat{\rho} \hat{\theta} \) in \( \hat{s} \hat{\rho} \). Let \( \hat{s}' \) be a concretization of \( \hat{s} \hat{\rho} ' \) satisfying \( \hat{s}' = \hat{s} \hat{\rho} \hat{\theta} \). Thus \( \alpha \hat{\rho} \hat{\theta} \) does not occur before \( \beta \hat{\rho} \hat{\theta} \) in \( \hat{s}' \), that is, \( \hat{s}' \models \alpha \leftrightarrow \beta \). \( \hat{s}' \) is also the concretization of \( \hat{s} \). Thus \( \hat{s} \models \alpha \leftrightarrow \beta \), which contradicts the assumption.

"\( \Leftarrow \):" If \( \alpha \) is \( \hat{\rho} \)-unifiable in \( \hat{s} \), and for each satisfiable normal form in \( \text{snf}^\hat{\alpha} (\hat{s}) \) satisfying \( \hat{s} \hat{\rho} ' \), \( \alpha \hat{\rho} \hat{\theta} \) does not occur before \( \beta \hat{\rho} \hat{\theta} \) in \( \hat{s} \hat{\rho} ' \), then for each concretization satisfying \( \hat{s} \hat{\rho} \hat{\theta} \), \( \hat{s} \hat{\rho} \hat{\theta} \models \alpha \leftrightarrow \beta \). By Lemma 4, the concretization is also a concretization of \( \hat{s} \), so \( \hat{s} \models \alpha \leftrightarrow \beta \).

**Theorem 5.** Given a concrete configuration \( \langle \epsilon, P \rangle \) and two actions \( \alpha \) and \( \beta \) with \( f_\epsilon (\alpha) \subseteq f_\epsilon (\beta) \), let \( \hat{P} \) be the abstraction of \( P \), \( \langle \epsilon, \hat{P} \rangle \models \alpha \leftrightarrow \beta \) if and only if \( \langle \epsilon, P \rangle \models \alpha \leftrightarrow \beta \).

This theorem is a corollary of Lemma 6.

By Theorem 5, the definition of the authentication property for a protocol (for instance, characterized in Characterizations 3 and 4) can be equivalently defined in its corresponding parametric system, and detected by finitely searching on the satisfiable normal form set of each parametric trace in the parametric system.

To distinguish a parametric trace generated by a configuration and the one that is further substituted during the deduction procedure to a normal form, we name the former parametric trace a most general parametric trace.

5.3 An Example of Attacks in Multiple Sessions

In model checking the NSPK protocol, a sender and a receiver just perform sending or receiving actions once each, and an intruder simultaneously communicates with the sender and the receiver by imitating to be the sender.
Such an attack is called a man-in-middle attack. It can be detected during a session of a protocol. However, some intruders can use a message leaked from a previous session of a protocol, and attack the protocol during a later session. This kind of attack is called a replay attack. Such an attack needs to be detected in two sessions of the protocol. In this section, a version of Woo-Lam protocol\(^7\) will be analyzed as an example of how to detect such an attack by our method. The Woo-Lam protocol is defined flow-by-flow as follows:

\[
A \rightarrow B : A \quad \text{(1)}
\]

\[
B \rightarrow A : N_B \quad \text{(2)}
\]

\[
A \rightarrow B : \{N_B\}_{K_{AS}} \quad \text{(3)}
\]

\[
B \rightarrow S : B, \{A, \{N_B\}_{K_{AS}}\}_{K_{BS}} \quad \text{(4)}
\]

\[
S \rightarrow B : \{N_B\}_{K_{BS}} \quad \text{(5)}
\]

We will perform model checking on two sessions of the Woo-Lam protocol. \((2)\) is composed of two sessions of \(A\), and assigns each session a unique set of labels in order to distinguish them. For \((2)\), without loss of generality, we assume that in the second session, \(B\) is willing to communicate with any principal, rather than the specific \(A\). \((2)\) is just composed of two sessions of \(S\). So the two-session Woo-Lam protocol is described as follows:

\[
A^{(2)} \triangleq \alpha A.2\{x_a\}_\alpha N_B.3\{x_a\}_{K_{AS}}.\emptyset
\]

\[
B^{(2)} \triangleq b1(x_b), [x_b = A]\{N_B\}_{K_{BS}}.3(y_b).
\]

\[
\overline{b4}(B, \{x_b, y_b\}_{K_{BS}}).5(z_b), \text{case } z_b
\]

\[
of \{u_b\}_{K_{BS}}[x_b, y_b] in [u_b = N_B] \overline{acc} y_b.0
\]

\[
b1(x_b)^\prime, \overline{b2}(N_B)^\prime, b3(y_b).
\]

\[
\overline{b4}(B, \{x_b, y_b\}_{K_{BS}}).5(z_b), \text{case } z_b
\]

\[
of \{u_b\}_{K_{BS}}[x_b, y_b] in [u_b = N_B] 0
\]

\[
S \triangleq s1(x_s).let (x_s'' = x_s in case x_s''
\]

\[
of \{y_s\}_{K_{BS}}[x_s, y_s] in \text{ case } w_s of \{u_s\}_{K_{BS}}[x_s, w_s]
\]

\[
\overline{s2}\{u_s\}_{K_{BS}}[x_s, y_s].0
\]

\[
S^{(2)} \triangleq S \oplus S
\]

\[
SYS^{(2)} \triangleq A^{(2)} \oplus S^{(2)} \oplus B^{(2)}
\]

We define the authentication property as follows: if the label \(\overline{acc}\) occurs in a trace attached to a message, then at least one label in \(\overline{s3}\) and \(\overline{a'3}\) attached to the same message occurs in the same trace before \(\overline{acc}\).

**Characterization 5.** [Authentication in two-session Woo-Lam protocol] Given the formal description of two-session Woo-Lam protocol, the sender is correctly authenticated to the receiver, if

\[
(\epsilon, SYS^{(2)}) = (\overline{a3} \wedge \overline{a'3} \wedge \overline{acc}) \leftarrow \overline{acc}
\]

The model and the specification can be translated into a parametric system, and counterexamples can be detected automatically in its parametric system. One of them is shown as follows:

\[
b1(A), b'1(\hat{x}_s), \overline{b2}(N_B), \overline{b2}(N_B'), b3(y_b).
\]

\[
b'3(\{N_B\}_{K_{BS}}).
\]

\[
\overline{b4}(B, \{\hat{x}_s, y_b\}_{K_{BS}}).
\]

\[
s1(\hat{x}_s, y_b, z_s).k_{[\hat{x}_s, y_b]}[z_s] \in k_{[\hat{x}_s, y_b]}.
\]

\[
s1(B, \{\hat{x}_s, y_b, z_s\}_{K_{BS}}).
\]

\[
\overline{s2}(z_s, k_{[\hat{x}_s, y_b]}).\overline{s2}(\{N_B\}_{K_{BS}}).
\]

\[
b5(\{N_B\}_{K_{BS}}).
\]

In this counterexample, there is no action labeled \(ax\), which means that an intruder can completely imitate \(A\). It is a bit difficult to understand the counterexample, which actually represents the following attack.

\[
I(A) \rightarrow B : A \quad \text{(a1)}
\]

\[
B \rightarrow I(A) : N_B \quad \text{(a2)}
\]

\[
I \rightarrow B : I \quad \text{(b1)}
\]

\[
B \rightarrow I : N'_B \quad \text{(b2)}
\]

\[
I(A) \rightarrow B : y_b \quad \text{(a3)}
\]

\[
B \rightarrow S : B, \{A, y_b\}_{K_{BS}} \quad \text{(a4)}
\]

\[
I \rightarrow B : \{N_B, K_{BS} \quad \text{(b3)}
\]

\[
B \rightarrow S : B, \{I, \{N_B, K_{BS}\}_{K_{BS}} \quad \text{(b4)}
\]

The reason that the attack occurs is that \(B\) cannot distinguish which session the last message belongs to. To refine the protocol, one possible solution is for the server \(S\) to append the information of \(B\)’s communication principal in the encrypted message in the last flow\(^{15}\):

\[
S \rightarrow B : \{A, N_B\}_{K_{BS}} \quad \text{(5)}
\]

However, the modified protocol has a replay attack even in a single session! A counterexample is detected as follows:

\[
b1(A), \overline{b2}(N_B), b3(\{N_B\}_{K_{BS}}).
\]

\[
b5(\{A, N_B\}_{K_{BS}}).
\]

which can be interpreted as follows:

\[
A \rightarrow B : A \quad \text{(1'')}\]

\[
B \rightarrow A : N_B \quad \text{(2'')}
\]

\[
I(A) \rightarrow B : N_B \quad \text{(3'')}
\]

\[
B \rightarrow S : B, \{A, N_B\}_{K_{BS}} \quad \text{(4'')}
\]

\[
I(S) \rightarrow B : \{A, N_B\}_{K_{BS}} \quad \text{(5'')}
\]
One of the correct modifications of Woo-Lam protocol is in Message (3), \( A \) sends an encrypted message whose plain message is not only \( N_B \) but also \( A \)'s and \( B \)'s names. Such a modification can prevent both replay attacks we introduce above.

\[
\begin{align*}
A & \rightarrow B : A \\
B & \rightarrow A : N_B \\
A & \rightarrow B : \{A, B, N_B\}K_{AS} \\
B & \rightarrow S : B, \{A, B, N_B\}K_{AS}\}K_{BS} \\
S & \rightarrow B : \{A, B, N_B\}K_{BS}
\end{align*}
\]

6. Implementation by Maude

According to Theorems 4 and 5, we can detect the specifications for security properties by generating the satisfiable normal form set of each parametric trace that a parametric system for a protocol produces, then performing model checking on each satisfiable normal form. A satisfiable normal form is deduced on-the-fly by applying deductive rules in Definition 5. Thus we propose an on-the-fly model checking method, and Maude is chosen to implement it.

Maude\(^8\) is a language and system supporting both equational and rewriting logic computation for a wide range of applications. The basic units of Maude specifications are modules. In Core Maude, there are two kinds of modules: functional modules and system modules. Functional modules define data types and operations on them by means of equational theories whose equations are assumed to be confluent and terminating. System modules specify a model by a rewrite theory, and the model is a transition system with an initial term. For a finite system, Maude search command explores all possible execution paths from the initial term for reachable states satisfying some property.

A basic functional module mainly has four parts: sorts, operations, variables and equations. Maude can define a sort or several sorts each time, with the key words sort and sorts respectively. Variables are declared with the key words var or vars. The key word of operation is op. There are two uses of operations: as a constructor of a sort, and as a declaration of a function. \([\text{ctor}]\) is a key attribute of a constructor. A function can be implemented by a set of equations, by key words eq and ceq (conditional equation). The use of variables in equations does not carry actual values. Rather, they stand for any instance of a certain sort. Anything defined in a function module can be defined in a system module in the same way. Also, a system module can define a transition system by a set of rewrite laws, whose key words are rl and crl (conditional rewrite law).

We implement each elementary definition and function in the parametric system by functional modules, and implement a trace generating system by using a system module. Then we use search command to find whether the negations of the specifications are reachable.

There are slight differences between implementing a shared-key protocol model and a public-key protocol model, since according to Definition 3, a shared-key rigid message is “context-free”, while a public-key one, which is decided in a context of parametric messages, is “context-sensitive”. In Maude, the functions that judge whether a message is a rigid message are declared as follows:

\[
\begin{align*}
\text{op isSharedRigid} & : \text{Message} \rightarrow \text{Bool} \\
\text{op isPublicRigid} & : \text{Message Messagelist} \rightarrow \text{Bool}
\end{align*}
\]

In this section, we introduce our implementation based mainly on a shared-key protocol system. The implementation can be naturally encoded in a public-key system, which we have also implemented. In the following subsections, we first introduce some basic types, definitions and functions used for trace system generating and on-the-fly model checking. They are defined in some functional modules. Then we introduce a trace generating system used for model checking, which is defined in a system module.

6.1 Types, Definitions, and Key Functions in Functional Modules

In a parametric system, types and constructors of the parametric message, the parametric action (which is a 3-tuple consisting of a label, an input/output signal, and a parametric message) and the parametric trace (which is a list of actions) are defined in their function modules, named MESSAGE, ACTION, and TRACE respectively, as follows. These definitions coincide with the definitions in Subsection 4.1.

sort Message .

\[
\begin{align*}
\text{op name} & : \text{Nat} \rightarrow \text{Message [ctor]} \\
\text{op px} & : \text{Nat} \rightarrow \text{Message [ctor]} \\
\text{op (\_,\_)} & : \text{Message Message} \rightarrow \\
& \text{Message [ctor]} \\
\text{op \_\_} & : \text{Message Message} \rightarrow \\
& \text{Message [ctor prec 20]} \\
\text{op k[\_,\_]} & : \text{Message Message} \rightarrow \\
& \text{Message [ctor prec 15]}
\end{align*}
\]
sort Action.
op \<_,-,-_> : Label IO Message ->
       Action [ctor prec 23].

sort Trace.
subsort Action < Trace.
op Nil : -> Trace [ctor].
op _._ : Trace Trace ->
       Trace [ctor assoc id: Nil prec 25].

The following are some key functions used in
our system.

Decompose
According to Definition 4, an elementary
message set can be obtained by decompos-
ing each pair message and encrypted message
whose key is also in the set. We implement
a decompose function as follows. It accepts
two message lists (the latter is used for an
environment), and returns a message list. A
function elementary is defined by applying the
decompose function.
op decompose : Messagelist Messagelist
       -> Messagelist.

   eq decompose(nil, ML2) = nil.
   eq decompose((MES1,MES2) # ML1,ML2) =
       decompose(MES1 # MES2 #
       ML1, MES1 # MES2 # ML2).
   ceq decompose({MES1}k[name(N1),
       name(N2)] # ML1, ML2) =
       {MES1}k[name(N1), name(N2)] #
       decompose (ML1, ML2)
       if not in(k[name(N1),
       name(N2)], ML2).
   ceq decompose({MES1}k[name(N1),
       name(N2)] # ML1, ML2) =
       decompose(MES1 # ML1,
       MES1 # ML2)
       if in(k[name(N1),
       name(N2)], ML2).
   eq decompose({MES1}k[MES2, MES3] #
       ML1,ML2) =
       {MES1}k[MES2, MES3] #
       decompose (MES1 # ML1,
       MES1 # ML2)[owise].
   eq decompose(MES1 # ML1, ML2) =
       MES1 # decompose
       (ML1, ML2)[owise].

op elementary : Messagelist ->
       Messagelist.

op elementary (ML1) =
       decompose (ML1, ML1).

Unification
A unification function, unifying, is used for
unifying a rigid message and each message in
an elementary message set (defined as a list
in the implementation). A unification function
accepts two messages and returns a boolean
and a substitution. Maude does not allow the
definition of product type, so we need to def-


(M2, getSubstitution
  (unifying(M1,M3))),
substitutions(M4,getSubstitution
  (unifying(M1,M3)))).

... ...

eq unifying(M1,M2) =
  (nil, false) [owise].

Trace analyzing
A trace analyzing function, analyzingTrace, is a core function of our system. It accepts a trace and a message list as an environment of the trace, and returns the trace’s first rigid message, a boolean (true if there exists some rigid message in the trace), and a message list (as an elementary message list ready for unifying the rigid message). The basic strategy is, the function will return the first rigid message and its elementary message list. For the same reason as defined in the function unifying, we need to define a 3-tuple type as the return type.

sort Anares.

op [_,_,_] : Message Bool Messagelist -> Anares.

op getMessage : Anares -> Message.

op getBool : Anares -> Bool.

op getMessagelist : Anares -> Messagelist.

op analyzingTrace : Trace Messagelist -> Anares.

eq analyzingTrace(Nil, ML1) =
  [name(100), false, nil] .

cq analyzingTrace(< LA1, i, MES1 > . TR1, ML1 ) =
  [getMesRes(getSharedRigid(MES1)),
   true, ML1] if getBoolRes(getSharedRigid(MES1)).

cq analyzingTrace(< LA1, o, MES1 > . TR1, ML1 ) =
  analyzingTrace (TR1, ML1)
  if not getBoolRes
  (getSharedRigid(MES1)).

eq analyzingTrace(< LA1, o, MES1 > . TR1, ML1 ) =
  analyzingTrace (TR1, MES1 # ML1). Here we do not show how to define the function getSharedRigid, which accepts a message and returns its first rigid message and a boolean (true if the message contains a rigid message).

6.2 Trace Generating System in a System Module

A trace generating system is embedded in a system module. In the trace generating system, there are two kinds of trace generating rules. The first kind of rules comes from the parametric transition relation (in Fig. 5). These rules are specific rules for a protocol that describe behaviors of each principal in the protocol. We name a parametric trace generated by these rules an original trace, which are the most general parametric traces, that are not further instantiated. We will illustrate these rules by an example, as one fragment of the protocol-specific part in the next subsection.

The second kind of rules is a common part of each protocol, which comes from the parametric trace deductive relation, ⟷ (defined in Definition 5). These rules deduce a parametric trace to a new one by applying a substitution, which is the result of unifying a rigid message and an elementary message in the old parametric trace. We name a parametric trace that is generated by these rules, that needs to be further substituted, a pending trace. Furthermore, we name a parametric trace which is a satisfiable normal form of some original trace a satisfiable trace.

We define the state of the trace generating system as a 3-tuple, ⟨tr, S, k⟩, where

• tr is a parametric trace.
• S is a list of substitutions.
• k is a type of tr, where k ∈ {ot, st, pt}.
  ot denotes an original trace, st denotes a satisfiable trace and pt represents a pending trace.

In Maude, the state is defined as follows:

sort Tracestate Tracetype State.

ops ot st pt : -> Tracetype [ctor].

op [_,_,_] : Tracestate Substitutionlist Tracetype -> State.

Let’s specify how the parametric deductive relation is represented in our trace generating system. If a parametric trace is labeled pt, and its substitution list is not empty, it will be deduced to a new parametric trace by applying the first substitution in its substitution list. At the same time, a new substitution list of the new trace will be calculated on-the-fly by applying analyzingTrace to the new trace. Furthermore, given a state, we also shrink its substitution list by removing the first substitution so that other substitutions can be applied.

crl [sub_per_pt] : [ TR1 ], SUBS @ SUBLIST, pt >
  => <[substitutingTrace (TR1, SUBS)],
    getSubstitutionlist(getMessage...
(analyzingTrace(substitutingTrace(TR1, SUBS), nil)),
  elementary(getMessagelist
  (analyzingTrace(substitutingTrace
  (TR1, SUBS), nil))), NIL), pt >
if not isSatisfiableNF
  (substitutingTrace (TR1, SUBS)) .
rl [sub_dis] : < [ TR1 ], SUBS @
  SUBLIST, pt >
  => < [ TR1 ], SUBLIST, ht > .
Furthermore, an original trace can naturally
transfer to a pending trace if it is not a satisfi-
sable normal form, and the pending trace’s
substitution list is obtained on-the-fly. An
original trace can also transfer to a satisfyable
trace if it is a satisfiable normal form (checked
by isSatisfiableNF). A pending trace can
transfer to a satisfyable trace if all rigid mes-
sages are unified, which is also checked by
isSatisfiableNF, and thus it is a satisfiable
normal form of some original trace.
crl [ot_to_pt] : < [ TR1 ], SUBLIST,ot >
  => < [ TR1 ],NIL ,st >
if isSatisfiableNF(TR1) .
crl [pt_to_st] : < [ TR1 ], SUBS @
  SUBLIST, pt >
  =>< [ substitutingTrace(TR1,SUBS )],
  NIL, st >
if isSatisfiableNF
  SubstitutingTrace(TR1, SUBS)) .
The system starts with an initial state:
eq init = < [ Nil ] , NIL , ot > .
6.3 Protocol-specific Description
By our implementation, the protocol-specific
part is surprisingly short, and only contains
about fifty lines for each protocol. This part
mainly has two fragments. One is used to
describe the parametric transition relation, which
is a kind of rules in the trace generating system
we introduced in Section 6.2. The other frag-
ment is used to describe the specifications, that
is, security properties of each protocol.
As defined in the parametric transition re-
tation (in Fig.5), each action in a parametric
process can be added to the tail of its paramet-
ric trace only once. Since each label occurs only
once in one process, we will check whether an
action has been added to its parametric trace
by searching its label in the parametric trace.
For example, in the Woo-Lam protocol given in
Section 5, the first flow will be implemented as follows:
crl [A_1] : < [ TR1 ], SUBLIST, ot >
  => < [ (TR1 . < a(1), o,
  name(0) >) ], SUBLIST, ot >
if not labelinTrace (TR1, a(1)) .
crl [B_1] : < [ TR1 ], SUBLIST, ot >
  => < [ (TR1 . < b(1), i,
  name(0) >) ], SUBLIST, ot >
if not labelinTrace (TR1, b(1)) .
In the trace generating system, each satisfy-
able trace represents a successful run of the pro-
tocol. So we will search whether the negation of
a specification is reachable in a satisfyable trace.
For example, the negation of the authentica-
tion property for Woo-Lam protocol defined in
Characterization 5 is represented as follows:
search [1] in WOOLAMPROTOCOL : init =>*
  < [ TR1 ], NIL, st > such that not
  ( labelinTrace(TR1, acc)
  implies ( ( labelinTrace(TR1, a(3)) and
  labelbefore(TR1, a(3), acc) and
  equal((getLabelMessage(TR1,acc)),
  (getLabelMessage(TR1,a(3))))
  )
  or
  ( labelinTrace(TR1, a'(3)) and
  labelbefore (TR1,a'(3),acc) and
  equal((getLabelMessage(TR1,acc)),
  (getLabelMessage(TR1,a'(3))))
  )
  ) ) .
The total protocol-specific part of the two-
session Woo-Lam protocol is about 40 lines. We
will illustrate the whole protocol-specific part of
the Yahalom protocol in Appendix A.2 as
another example.
6.4 Experimental Result
We have focused on the authentication prop-
erty, and performed several tests for some secu-
rity protocols described in the security proto-
cols repository*. The results are summarized in
Table 1. In the table, “Woo-lam protocol”
is what we introduced in Subsection 5.3, (1)-(5),
and “Woo-lam protocol**” is a variation de-
scribed in Subsection 5.3, (1)-(4), (5'). Furthermore,
the number in the column “sessions” is

* The descriptions of these protocols come from the
following security protocols repository,
Table 1  Experimental results.

<table>
<thead>
<tr>
<th>protocols</th>
<th>session</th>
<th>protocol spec.</th>
<th>states</th>
<th>times (ms)</th>
<th>flaws</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSPK protocol</td>
<td>1</td>
<td>20</td>
<td>46</td>
<td>130</td>
<td>detected</td>
</tr>
<tr>
<td>Woo-Lam protocol*</td>
<td>1</td>
<td>25</td>
<td>168</td>
<td>160</td>
<td>detected</td>
</tr>
<tr>
<td>fixed NSPK protocol</td>
<td>1</td>
<td>20</td>
<td>164</td>
<td>637</td>
<td>undetected</td>
</tr>
<tr>
<td>fixed NSPK protocol ‡</td>
<td>2</td>
<td>29</td>
<td>16,468</td>
<td>243,460</td>
<td>undetected</td>
</tr>
<tr>
<td>Abadi-Gordon protocol</td>
<td>1</td>
<td>20</td>
<td>238</td>
<td>713</td>
<td>undetected</td>
</tr>
<tr>
<td>Abadi-Gordon protocol †</td>
<td>2</td>
<td>30</td>
<td>4,802</td>
<td>30,499</td>
<td>undetected</td>
</tr>
<tr>
<td>Yahalom protocol</td>
<td>1</td>
<td>26</td>
<td>279</td>
<td>2,111</td>
<td>undetected</td>
</tr>
<tr>
<td>Yahalom protocol ‡</td>
<td>2</td>
<td>36</td>
<td>536</td>
<td>1,039</td>
<td>detected</td>
</tr>
<tr>
<td>Otway-Ree protocol</td>
<td>1</td>
<td>25</td>
<td>461</td>
<td>8,185</td>
<td>undetected</td>
</tr>
<tr>
<td>Otway-Ree protocol ‡</td>
<td>2</td>
<td>34</td>
<td>2,164</td>
<td>22,316</td>
<td>detected</td>
</tr>
<tr>
<td>Woo-lam protocol</td>
<td>1</td>
<td>25</td>
<td>552</td>
<td>2,460</td>
<td>undetected</td>
</tr>
<tr>
<td>Woo-lam protocol †</td>
<td>2</td>
<td>51</td>
<td>105,423</td>
<td>476,507</td>
<td>detected</td>
</tr>
</tbody>
</table>

the number of sessions we have modeled when checking the properties. In the column “protocol spec.”, the number means the line number for a protocol specific part. Besides that, each Maude file also contains about 330 lines for a common part. The number in the column “states” means the states generated by the system, and the column “times” shows how many milliseconds that checking the protocol takes; In the column “flaws”, “detected” means we detected an attack, while “undetected” means in the number of sessions, we did not detect any attacks.

There are two possibilities when representing a two-session protocol. One possibility is that, each principal acts in the same role (i.e., a sender or a receiver). This case actually means that a principal initiates two sessions by communicating with an unlimited number of principals, because of the usage of binders. The second possibility is that, each principal acts in two different roles in the two sessions. This case represents that each of two different principals initiates a session by communicating with an unlimited number of principals, respectively. In both cases, one principal should intend to receive messages from the other in one of two sessions. Otherwise the two principals may have no communications with each other, and thus we could not define any security properties between them. In Table 1, a two-session protocol in which each principal acts in the same role is labeled by †, and in different roles is labeled by ‡.

The tests were performed on a Pentium 1.4 GHz, 1.5 G memory PC, under Windows XP. By the experimental results, we could find that a protocol that is secure in one session is not necessarily really secure. For instance, we could not detect any flaws in one-session Yahalom protocol, Otway-Ree protocol, and Woo-Lam protocol, while in the two-session of these protocols, flaws do exist. Furthermore, the checking is quite time-consuming when number of sessions increases. By our experience, checking a protocol with more than three sessions often takes several hours.

7. Related Work

Trace analysis is one of the formal approaches in analyzing security protocols, both in the model checking and in theorem proving.

Gavin Lowe first used trace analysis on process calculus CSP, and implemented a model-checker FDR to discover numerous attacks [3], [9]. In his work, the intruder is represented as a recursive process. He restricts the state space to be finite by imposing upper-bounds upon messages the intruder generates, and also upon the principals in the network.

Many of our ideas are inspired by Michele Boreale’s symbolic approach [2]. In his research, he restricted the number of principals and intruders, and represented that each principal explicitly communicates with an intruder. Our model finitely represents an unlimited number of principals and intruders in the network. This is more powerful than his.

Trace analysis is also used in theorem proving. Paulson, et al. first defined the traces and the security properties inductively, and proved whether a security protocol satisfies a property by Isabelle/HOL [10], [11]. The approach need not restrict the number of traces to be finite, however it cannot be fully automated.

Several other research papers also used process calculi: M. Abadi and A. Gordon developed the Spi calculus with primitives representing the cryptographic operations of encryption and decryption. They used some equivalences [5], [12] to define the security properties. Unfortunately, these equivalences are usually
undecidable. Another approach based on process calculi was a static analysis based on type system\(^{13} -^{15}\). The limitation of this method is that the intruder’s model is weaker than the Dolev-Yao model, assuming that the intruder is partially trusted.

Dolev-Yao model, assuming that the intruder is also based on the Horn clauses. They proved that it is sufficient to consider only a bounded number of principals when verifying some security properties. They distinguish intruders as compromised principals and eavesdroppers, reducing a system with infinite principals to one with finite principals.

8. Conclusion

In this paper, a finite parametric model is proposed by restricting/abstracting the infinite factors of security protocols. Security properties are checked automatically by on-the-fly model checking. This model checking is sound and complete under the restriction of the bounded number of sessions, and implemented on Maude. To describe security protocols, we set a typed process calculus is in which new syntax, the binder and the range are introduced. A deductive environment is used to represent intruders based on Dolev-Yao model\(^{4}\). The calculus avoids recursive operations, so that only bounded sessions of a protocol are considered.

The idea of ranges and binders is, that a principal is assumed to communicate with any possible principal with the same message if he does not know his intended destination. For instance, a principal \(A\) sending a message \(M\) encrypted by a shared key is represented as \(A \triangleq (\nu x: I)[M]_{k[A,x]}\), where \((\nu x: I)\) is a range that binds \(x\) within the infinite set \(I\), and \(k[A,x]\) is a binder to represent arbitrary shared keys \(A\) has. An approximation that \(A\) sends the same message \(M\) randomly to different principals is used.

The idea of parametric messages is, that each sub-expression whose type is a type variable will be marked with a parametric variable that will not need to be further instantiated. For example, consider a principal \(A\) such that \(A \triangleq a1(x).\ let (y,z) = x in [z = m] 0\), and any message can be instantiated to \(y\) because of its type \(\alpha\), which results in infinite branches. Now \(y\) is marked as a parametric variable \(\hat{y}\) that will not be instantiated, thus the number of branches becomes finite. With the inference rules given in Fig. 4, an original process is translated into a parametric process based on its type. Traces then were reduced to be finitely many parametric traces.

In a parametric system, if a parametric trace can deduce to a satisfiable normal form, then it has a corresponding trace, and the deduction procedure is decided on-the-fly. For this reason, we used on-the-fly model checking and im-
implemented the parametric system using Maude. The method successfully detected the flaws of several security protocols automatically.

Our future work will be: First, to develop a translator from an original protocol description in the process calculus to the Maude description. Second, to perform model checking on other security properties, such as non-repudiation, fairness, anonymity. Third, to extend with pushdown model checking to cover an extension of the calculus with the recursive process.
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Appendix

A.1 Type Inference Algorithm

Unify(τ, τ′) = (θ, σ)
(1) Unify(α, τ′) = (τ′/α, τ′), if FTV(τ′, α).
(2) Unify(τ, π) = (Id, τ).
(3) let Unify(τ1, τ1′) = (θ1, σ1),
Unify(τ2, τ2′) = (θ2, σ2) in
Unify(τ1 * τ2, τ1′ * τ2′) = (θ1θ2, σ1σ2).
(4) let Unify(τ1, τ1′) = (θ1, σ1), σ = ⋆σ1 in
Unify(⋆σ1, ⋆σ1′) = (θ, σ) (⋆σ ∈ {⋆+, ⋆−, ⋆L, ⋆R}).
(5) let Unify(τ1, τ1′) = (θ1, σ1),
Unify(τ2, τ2′) = (θ2, σ2) in
Unify(τ1 + τ2, τ1′ + τ2′) = (θ1θ2, σ1σ2).
(6) let Unify(τ1, τ1′) = (θ1, σ1),
Unify(τ2, τ2′) = (θ2, σ2) in
Unify(τ1 → τ2, τ1′ → τ2′) = (θ1θ2, σ1σ2).
(7) raise error.

Infer(Γ, e) = (θ, τ)
(1) Infer(Γ, x) = (Id, τ) where (x, τ) ∈ Γ.
(2) Infer(Γ, n) = (Id, b) where b ∈ TypeOf(n).
(3) Let Infer(Γ, M) = (θ1, τ1 * ... * τn)
in Infer(Γ, m[M]) = (θ1, [τ1, ..., τn])
where σ = TypeOf(m).
(4) Let Infer(Γ, M) = (θ1, τ1),
Infer(Γ, N) = (θ2, τ2) in
Infer(Γ, (M, N)) = (θ1θ2, (τ1, τ2) + τ2).
(5) Let Infer(Γ, M) = (θ1, τ1),
Infer(Γ, L) = (θ2, τ2), Unify(τ2, k*) = (θ, k*) in
Infer(Γ, {M}L) = (θ1θ2, θ*τ1θ2)
where θ*τ1θ2 =

\[
\begin{cases}
\ominus(τ1θ2) & k = k \\
\ominus+(τ1θ2) & k = k_+
\ominus-(τ1θ2) & k = k_-
\ominus?(τ1θ2) & k = \alpha
\end{cases}
\]

(6) Infer(Γ, 0) = (Id, unit).

(7) Let Infer(Γ ∪ {x, τ1}, P) = (θ, τ2) in
Infer(Γ, (νx : A)P) = (θ, τ2) where τ1 = TypeOf(A).
(8) Let Infer(Γ ∪ {x, τ}, P) = (θ, τ), in
Infer(Γ, a(x)P) = (θ, aθ → τ), where ∀τ, (x′, τ) ∈ Γ, FTV(τ, α) = True.
(9) Let Infer(Γ, P) = (θ, τ)
in Infer(Γ, πM.P) = (θ, τ).
(10) Let Infer(Γ, M) = (θ1, τ1), Unify(α * β, τ1) = (θ, g),
Infer(Γθ1θ2 ∪ {x, y, β})θ, P) = (θ2, τ2)
in Infer(Γ, let (x, y) = M in P) = (θ1θ2θ3, τ2) where ∀τ, (x′, τ) ∈ Γ,
FTV(τ, α) = FTV(τ, β) = True.
(11) Let Infer(Γ, M) = (θ1, τ1),
Infer(Γθ1, L) = (θ2, τ2), Unify(⋆α, τ1θ2) = (θ, g),
Infer(Γθ1θ2 ∪ {x, y})θ, P) = (θ3, τ3) in
Infer(Γ, case M of {x}L in P) = (θ1θ2θ3, τ3) where ∀τ, (x′, τ) ∈ Γ,
FTV(τ, α) = True, and

\[
⋆α = \begin{cases}
\ominus(τ1θ2) & τ2 = k \\
\ominus+(τ1θ2) & τ2 = k_-
\ominus-(τ1θ2) & τ2 = k_+ \\
\ominus?(τ1θ2) & τ2 = \beta
\end{cases}
\]

(12) Let Infer(Γ, M) = (θ1, τ1),
Infer(Γθ1, N) = (θ2, τ2),
Infer(Γθ1θ2 ∪ {x, y})θ, P) = (θ3, τ3) in
Infer(Γ, |M = N|P) = (θ1θ2θ3, τ3).
(13) Let Infer(Γ, P) = (θ1, τ1),
Infer(Γθ1, Q) = (θ2, τ2) in
Infer(Γ, P|Q = (θ2, τ2 + τ1).

A.2 The Protocol-specific Part of the Yahalom Protocol

The protocol-specific part of the Yahalom protocol in the source code mainly has two code fragments. One is to describe behaviors of each principal in Yahalom protocol, which is represented as follows:

crl [A_1] : < [ TR1 ], SUBLIST, ot >
\[ \Rightarrow \]
< [ TR1 . < a(1), o, (name0, name10) > ], SUBLIST, ot >
if not labelinTrace (TR1, a(1)) .
crl [A_2] : < [ TR1 ], SUBLIST, ot >
\[ \Rightarrow \]
< [ TR1 . < a(2), i, ((px0, k[name1, name0])) px2 > ], SUBLIST, ot >
if labelinTrace (TR1, a(1)) and
not labelinTrace(TR1,a(2)) .
crl [A’_1]: < [ TR1 ],SUBLIST,ot > =>
< [ (TR1 . < a’(1), o, (name(30),
{name(39) } )) ], SUBLIST, ot >
if not labelinTrace(TR1,a’(1)) .
crl [A’_2]: < [ TR1 ],SUBLIST,ot > =>
< [ TR1 . < a’(2), i, ((px(30),
{name(31), px(31)}), name(39))
{k[name(31),name(30)]},px(32)) > .
< a’(3), o, (px(32),
{px(30)}px(31) ) > ],SUBLIST,ot >
if labelinTrace(TR1, a’(1)) and
not labelinTrace(TR1,a’(2)) .
crl [B_1]: < [ TR1 ],SUBLIST,ot > =>
< [ (TR1 . < b(1), i,
{name(0), px(10)}) > .
< b(2), o, ((name(1),name(11)),
{name(0),px(10)})k[name(1),name(2)])
> ]>, SUBLIST, ot >
if not labelinTrace (TR1, b(1)) .
crl [B_3]: < [ TR1 ],SUBLIST,ot > =>
< [ (TR1 . < b(3), i,
({(name(0), px(11))}, name(11))
{k[name(1),name(2)]},
{name(11)})px(11) ) > ]>, SUBLIST,ot >
if labelinTrace (TR1, b(1)) and
labelinTrace (TR1, b(2)) and
not labelinTrace (TR1, b(3)) .
crl [B’_1]: < [ TR1 ],SUBLIST,ot > =>
< [ (TR1 . < b’(1), i,
(px(27), px(20)) ) > .
< b’(2), o, ((name(1),name(21)),
{px(27), px(20)})k[name(1),name(2)])
> ]>, SUBLIST, ot >
if not labelinTrace (TR1, b’(1)) .
crl [B’_3]: < [ TR1 ],SUBLIST,ot > =>
< [ (TR1 . < b’(3), i,
({px(27), px(21)}), name(21))
{k[name(1),name(2)]},(name(21))px(21))
> ]>, SUBLIST, ot >
if labelinTrace (TR1, b’(1)) and
labelinTrace (TR1, b’(2)) and
not labelinTrace (TR1, b’(3)) .
crl [S_1]: < [ TR1 ],SUBLIST,ot >=>
< [ (TR1 . < s(1),i,((px(20),px(21)),
{px(22),px(23)})k[px(20),name(2)]) > .
< s(2), o,((px(21)),(px(22),
 k[name(0),name(1)]),px(23})
{k[px(22),name(2)]},(px(22),
 k[name(0),name(1)]),px(21})
{k[px(20),name(2)] }) ],SUBLIST, ot >
if not labelinTrace (TR1, s(1)) .
The other fragment is to describe the
authentication specification for Yahalom protocol,
which is represented as follows:

search [1] in YAHALOMPROTOCOL :init=>*
< [ TR1 ], NIL, st > such that not
(labelinTrace(TR1, acc) implies
( (labelinTrace(TR1, a(3)) and
labelbefore (TR1, a(3),acc))
and
equal((getLabelMessage(TR1,acc)),
(getLabelMessage(TR1,a(3))))
) ) .
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