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Abstract

Larsen and Skou initiated the study of probabilistic bisimilarity and its characterisation in terms of tests. Later on, van Breugel et al. showed that, for labelled Markov processes with continuous state spaces, probabilistic bisimilarity nicely coincides with a simple notion of testing equivalence. Their proof employs advanced machinery from topology. In the discrete case of finite-state reactive probabilistic processes, we prove that coincidence result with an elementary and more accessible proof.
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1. Introduction

Bisimulation [17, 18] is a central concept in concurrency theory. Bisimilarity, the largest bisimulation, admits beautiful characterisations in terms of fixed points, modal logics, coalgebras, games, algorithms, pseudometrics, etc. Its generalisation in the probabilistic setting is initiated by Larsen and Skou in [16] and has subsequently been widely investigated in probabilistic concurrency theory. Various characterisations of probabilistic bisimilarity by probabilistic extensions of Hennessy-Milner logic [11] have appeared in the literature [16, 8, 9, 19, 4, 12, 10, 7, 3]. Most characterisations employ some modalities indexed with numbers. A typical modal formula, dated back to [16], is $\langle a \rangle_p \phi$, where $p$ is a probability value. A state $s$ satisfies this formula if the probability that $s$ can make an $a$-labelled transition to the set of states satisfying $\phi$ exceeds $p$. For reactive probabilistic processes [16, 22] with a minimal probability assumption, it is also shown in [16] that probabilistic bisimilarity can be characterised by a very simple testing framework. Two remarkable features of this framework are the absence of any modality indexed with numbers and the arithmetic interpretation.
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of conjunction as multiplication. To prove the testing characterisation result, a notion of observation is introduced, every test is associated with a set of observations, and a testing equivalence is defined for states as the equality of probabilities on these observations. Furthermore, the coincidence proof of probabilistic bisimilarity with the testing equivalence crucially relies on the modal characterisation of probabilistic bisimilarity by a variant of Hennessy-Milner logic. In [21] van Breugel et al. avoid observations and directly define a testing equivalence for states as the equality of probabilities on tests. They generalise the testing characterisation of [16] to labelled Markov processes, i.e. reactive probabilistic processes [16, 22] with continuous state spaces, and surprisingly, without going through any modal logic. Usually, the simpler the logical or testing characterisation, the more difficult the completeness proof, since constructing distinguishing formulae or tests for non-bisimilar states with fewer modalities is more challenging. Van Breugel et al. prove such an elegant result by using advanced machinery such as the Lawson topology on probabilistic powerdomains [13] and Banach algebras. However, if we confine ourselves to discrete rather than continuous state spaces, as in e.g. [16], it is still unclear how to give a more direct and much simpler proof of the coincidence result given in [21], though intuitively it should be possible. The current work aims to provide a clear answer to this question. We consider finite-state reactive probabilistic processes and give an elementary proof of the coincidence of bisimilarity with the aforementioned testing equivalence while avoiding all the advanced machinery used in [21]. Our arguments only involve simple probability theory, ranks of matrices, and induction. It is worth mentioning that our proof is also constructive.

In the current work we focus on reactive probabilistic processes. Testing equivalences for other models have received a lot of attention. For example, Kwiatkowska and Norman [15] have generalised the testing framework of [16] to probabilistic systems with external and internal choice. Cleaveland et al. [1] have generalised the testing theory of [2] to generative probabilistic processes. Jonsson and Wang [14] have generalised [2] to nondeterministic probabilistic processes, which is further developed in [20, 6, 5, 3]. For the moment, we are not clear if our proof idea can be used in a setting with both probabilities and nondeterminism, which is left as an open problem.

2. Preliminaries

Let \( S \) be a finite set. A (discrete) probability distribution over set \( S \) is a function \( \Delta : S \to [0,1] \) with \( \sum_{s \in S} \Delta(s) = 1 \). Its support, written \( [\Delta] \), is the set \( \{ s \in S \mid \Delta(s) > 0 \} \). Let \( \mathcal{D}(S) \) denote the set of all distributions over \( S \). We write \( \mathbb{s} \) for the point distribution, satisfying \( \mathbb{s}(t) = 1 \) if \( t = s \), and 0 otherwise. If \( p_i \geq 0 \) and \( \Delta_i \) is a distribution for each \( i \) in some finite index set \( I \), then \( \sum_{i \in I} p_i \cdot \Delta_i \) is given by

\[
(\sum_{i \in I} p_i \cdot \Delta_i)(s) = \sum_{i \in I} p_i \cdot \Delta_i(s)
\]
If $\sum_{i \in I} p_i = 1$ then this is easily seen to be a distribution in $\mathcal{D}(S)$.

**Definition 1.** A reactive probabilistic labelled transition system (rpLTS) is a triple $(S, A, \rightarrow)$, where $S$ is a set of states, $A$ is a set of actions, and the transition relation $\rightarrow$ is a partial function from $S \times A$ to $\mathcal{D}(S)$.

We write $s \xrightarrow{a} \Delta$ for $\rightarrow (s, a) = \Delta$. In the current work, we focus on rpLTSs with finitely many states. Let us fix a rpLTS $(S, A, \rightarrow)$ for the rest of this note, with $S$ and $A$ being finite sets.

In the probabilistic setting, formal systems are usually modelled as distributions over states. To compare two systems involves the comparison of two distributions. So we need a way of lifting relations on states to relations on distributions. A few approaches have appeared in the literature. The following one is taken from [5],

**Definition 2.** Given two sets $S, T$ and a binary relation $R \subseteq S \times T$, the lifted relation $R^\dagger \subseteq \mathcal{D}(S) \times \mathcal{D}(T)$ is the smallest relation that satisfies:

(i) $s R t$ implies $s R^\dagger t$;

(ii) $\Delta_i R^\dagger \Theta_i$ for all $i \in I$ implies $(\sum_{i \in I} p_i \cdot \Delta_i) R^\dagger (\sum_{i \in I} p_i \cdot \Theta_i)$, where $I$ is a finite index set and $\sum_{i \in I} p_i = 1$.

There are alternative presentations of Definition 2; see [3, Chapter 3] for more detailed discussion. The following property is very useful.

**Proposition 1.** Let $\Delta$ and $\Theta$ be distributions over $S$ and $R$ be an equivalence relation. Then $\Delta R^\dagger \Theta$ if and only if $\Delta(C) = \Theta(C)$ for all equivalence classes $C \in S/R$, where $\Delta(C)$ stands for the accumulation probability $\sum_{s \in C} \Delta(s)$.

Bisimulation is a central notion in concurrency theory. Larsen and Skou [16] generalised it to the probabilistic setting and defined probabilistic bisimulation for rpLTSs.

**Definition 3.** A binary relation $R \subseteq S \times S$ is a probabilistic simulation if $s R t$ and $s \xrightarrow{a} \Delta$ implies the existence of some transition $t \xrightarrow{a} \Theta$ with $\Delta R^\dagger \Theta$.

If both $R$ and $R^{-1}$ are probabilistic simulations, then $R$ is a probabilistic bisimulation. The largest probabilistic bisimulation is called probabilistic bisimilarity, denoted by $\sim$.

Note that $\sim$ is an equivalence relation on $S$.

Various characterisations of probabilistic bisimilarity by probabilistic versions of Hennessy-Milner logic [11] have appeared in the literature. For example, Desharnais et al. [8] uses a logic with the grammar

$$\phi ::= \top \mid \phi \land \phi \mid \langle a \rangle q \phi$$
where $q$ is any rational number in the unit interval $[0, 1]$. Most other characterisations also employ modalities indexed with numbers. This fits with our intuition: if two states are not bisimilar, then they may satisfy a property with different probabilities, so by fiddling with the numbers we can form a formula or test that can tell apart the two states. The only exception is the one given in [21], which shows that, for reactive probabilistic processes, probabilistic bisimilarity can be characterised by a surprisingly simple testing framework. Let $\mathcal{T}$ be a testing language given by the grammar

$$ t ::= \omega \mid a \cdot t \mid \langle t, t \rangle $$

where $a$ ranges over the fixed set of labels $A$ of our rpLTS.

Applying a test $t$ to a state $s$ in a reactive probabilistic process yields a probability $Pr(s, t)$ defined as follows:

$$ Pr(s, \omega) = 1 $$
$$ Pr(s, a \cdot t) = \begin{cases} \sum_{s' \in S} \Delta(s') \cdot Pr(s', t) & \text{if } s \xrightarrow{a} \Delta \\ 0 & \text{otherwise} \end{cases} $$
$$ Pr(s, \langle t_1, t_2 \rangle) = Pr(s, t_1) \cdot Pr(s, t_2) $$

We call $\langle t_1, t_2 \rangle$ a conjunction of two tests, which models the copying capacity of probabilistic testing. Here, conjunction is given the arithmetic interpretation as multiplication, which differs from other logical characterisations of probabilistic bisimilarity. We often write $t^2$ for $\langle t, t \rangle$, and $t^{m+1}$ for $\langle t, t^m \rangle$, where $m \geq 2$. That is, $t^m$ is the conjunction of $m$ copies of $t$. It is obvious that

$$ Pr(s, t^m) = (Pr(s, t))^m $$

for any state $s$ and test $t$.

**Definition 4.** The testing language $\mathcal{T}$ induces a testing equivalence relation, written $=_{\mathcal{T}}$, by letting $s_1 =_{\mathcal{T}} s_2$ if $Pr(s_1, t) = Pr(s_2, t)$ for any $t \in \mathcal{T}$.

In [21] van Breugel et al. consider labelled Markov processes with continuous state spaces and they show that probabilistic bisimilarity coincides with the above notion of testing equivalence. Their proof involves advanced machinery such as the Lawson topology on probabilistic powerdomains [13] and Banach algebras. In the current work we confine ourselves to finite-state rpLTSs. In this limited setting we avoid all the advanced machinery and give an elementary proof of the coincidence of $\sim$ with $=_{\mathcal{T}}$. One direction of the coincidence result is easy.

**Theorem 1.** $\sim \subseteq =_{\mathcal{T}}$.

**Proof:** We prove by induction on the structure of $t$ that if $s_1 \sim s_2$ then $Pr(s_1, t) = Pr(s_2, t)$. 
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\begin{itemize}
  \item $t \equiv \omega$. Then we have that $Pr(s_1, t) = 1 = Pr(s_2, t)$.
  \item $t \equiv a \cdot t'$. Since $s_1 \sim s_2$, then either (i) neither of the two states can perform action $a$, or (ii) both of them can perform action $a$. In the first case we have
  $$Pr(s_1, a \cdot t') = 0 = Pr(s_2, a \cdot t').$$
  In the second case, after performing action $a$, $s_1$ and $s_2$ can reach a unique distribution, say $\Delta_1$ and $\Delta_2$, respectively so that $\Delta_1 \sim \Delta_2$. As an equivalence relation, $\sim$ partitions the state space $S$ into a finite number of equivalence classes, e.g. $C_1, \ldots, C_n$ with $n \geq 1$. By Proposition 1, we have $\Delta_1(C_i) = \Delta_2(C_i)$ for all $i = 1..n$. Within each equivalence class $C_i$, any two states $s_{i1}, s_{i2}$ are bisimilar. By induction we have $Pr(s_{i1}, t') = Pr(s_{i2}, t')$, so we can use $Pr(C_i, t')$ to stand for $Pr(s_{ij}, t')$, for any $s_{ij} \in C_i$. Then we can infer that
  $$Pr(s_1, a \cdot t') = \sum_{s' \in S} \Delta_1(s') \cdot Pr(s', t') = \sum_{i=1}^{n} \Delta_1(C_i) \cdot Pr(C_i, t') = \sum_{i=1}^{n} \Delta_2(C_i) \cdot Pr(C_i, t') = \sum_{s' \in S} \Delta_2(s') \cdot Pr(s', t') = Pr(s_2, a \cdot t').$$

  \item $t \equiv \langle t_1, t_2 \rangle$. By induction, we have $Pr(s_1, t_i) = Pr(s_2, t_i)$ for $i = 1, 2$. It follows that
  $$Pr(s_1, \langle t_1, t_2 \rangle) = Pr(s_1, t_1) \cdot Pr(s_1, t_2) = Pr(s_2, t_1) \cdot Pr(s_2, t_2) = Pr(s_2, \langle t_1, t_2 \rangle).$$
  The converse of Theorem 1 also holds. However, the proof is far from being straightforward. The next section is devoted to it.
\end{itemize}

3. Testing equivalence as bisimulation

It is clear that $=T$ is an equivalence relation. As in the proof of Theorem 1, we partition the state space $S$ according to $=T$. Let $C_1, \ldots, C_n$ be the equivalence classes induced by $=T$, and write $Pr(C_i, t)$ for $Pr(s_{ij}, t)$, where $s_{ij}$ is any state in $C_i$ and $t$ is any test. Note that for any two states in different equivalence classes, there exist some tests that can tell them apart. For each $1 \leq i < j \leq n$, let $t_{ij}$ be a test that distinguishes $C_i$ from $C_j$; that is, $Pr(C_i, t_{ij}) \neq Pr(C_j, t_{ij})$. Here $t_{ij}$ is only a distinguishing test for $C_i$ and $C_j$, and in general it says nothing about a third equivalence class $C_k$ when $k \neq i, j$. For example, applying $t_{ij}$ to $C_i$ and then to $C_k$ might yield the same outcome, that is, $t_{ij}$ is not necessary a distinguishing test for $C_i$ and $C_k$. However, we can construct an enhanced test that sharpens testing outcomes so that applying it to some equivalence classes gives either 0 or distinct positive values.
Lemma 1. For any $I \subseteq \{1, \cdots, n\}$ with $I \neq \emptyset$, there exist a nonempty $I' \subseteq I$ and an enhanced test $t$ such that

(i) for all $k \in I$, $Pr(C_k, t) > 0$ iff $k \in I'$;
(ii) for any $i \neq j \in I'$, $Pr(C_i, t) \neq Pr(C_j, t)$.

Proof: We give a constructive proof by providing an algorithm to construct such a test.

Algorithm 1 initially sets $I'$ to be $I$ and $t$ to be $\omega$; then it gradually constructs more discriminating test $t$ that, by removing the indices $k$ with $Pr(C_k, t) = 0$ from $I'$, tries to keep the indices $i, j$ such that $Pr(C_i, t)$ and $Pr(C_j, t)$ are distinct and both positive. The outer loop uses a few auxiliary sets. For example, $I_{\text{pass}}$ and $I_{\text{rem}}$ form a partition of $\{(i, j) \in I' \times I' : i < j\}$. $I_{\text{pass}}$ contains the pairs $(i, j)$ such that the current test $t$ can distinguish $C_i$ from $C_j$. $I_{\text{rem}}$ are the remaining pairs to be processed. Each iteration of the outer loop picks up any pair $(i, j)$ in $I_{\text{rem}}$, uses the distinguishing test $t_{ij}$ to move some pairs from $I_{\text{rem}}$ to $I_{\text{pass}}$. The pairs being moved, e.g. $(k, l)$ indicating that $C_k$ and $C_l$ can be differred by $t_{ij}$, are collected in $I_{\text{dis}}$. However, just expanding $I_{\text{pass}}$ with $I_{\text{dis}}$ is insufficient. A newly added index $k$ might conflict with another index $l$, which occurs either already in the old $I_{\text{pass}}$ or in the set $I_{\text{dis}}$, in the sense that $C_k$ and $C_l$ cannot be distinguished by $t$. To solve this problem, the inner loop tries to update $t$ by padding it with enough copies of $t_{ij}$ until it can distinguish all the equivalence classes indicated by the pairs in $I_{\text{pass}}$. When all the pairs in $I_{\text{rem}}$ are exhausted, the whole procedure terminates.

Let us give a more detailed analysis of the termination of this algorithm. We first look at the inner while loop. In each iteration, $I$ is assigned a new value, which is a subset of $I_{\text{pass}} \setminus I_{\text{term}}$. If it becomes empty, the loop terminates immediately. Otherwise, the set $I_{\text{rem}}$ is enlarged to include $I$, so in the next iteration the set $I_{\text{pass}} \setminus I_{\text{term}}$ becomes smaller and so does $I$. Eventually, $I$ has to become $\emptyset$ and the loop terminates. For the outer while loop, in each iteration we choose a pair, say $(i, j)$, from $I_{\text{rem}}$, and then update $I_{\text{dis}}$ and $I_{\text{rem}}$. Since $t_{ij}$ is a distinguishing test for $(i, j)$, the two values $Pr(C_i, t_{ij})$ and $Pr(C_j, t_{ij})$ cannot be 0 at the same time. If both of them are positive, then $I_{\text{dis}}$ contains at least the pair $(i, j)$ and is not empty. If exactly one of them, say $Pr(C_i, t_{ij})$, is 0, then the corresponding index $i$ is removed from $I'$, which causes $I'$ to shrink. In both cases, the assignment of $I_{\text{rem}}$ by $(I_{\text{rem}} \cap I' \times I') \setminus I_{\text{dis}}$ makes $I_{\text{rem}}$ strictly smaller. Eventually, $I_{\text{rem}}$ becomes empty and the outer loop terminates. The number of iterations for the inner loop depends on the size of the set $I_{\text{pass}}$, and for the outer loop depends on the size of $I_{\text{rem}}$. It is easy to see that the maximal size for each of them is $\frac{n(n-1)}{2}$. So the overall time cost for the algorithm is $O(n^4)$.

To show the correctness, we only need to prove that at the beginning of each run of the outer while loop,

(a) $I_{\text{pass}} \cup I_{\text{rem}} = \{(i, j) \in I' \times I' : i < j\}$;
(b) \( I' \neq \emptyset \);
(c) for all \( k \in I \), \( \text{Pr}(C_k, t) > 0 \) iff \( k \in I' \);
(d) for any \((i, j) \in \mathcal{I}_{\text{pass}}\), \( \text{Pr}(C_i, t) \neq \text{Pr}(C_j, t) \).

Statement (a) is easy because each time \( \mathcal{I}_{\text{dis}} \) is obtained, it is moved from \( \mathcal{I}_{\text{rem}} \) to \( \mathcal{I}_{\text{pass}} \). Statement (b) is also easy. Since \( t_{ij} \) is a distinguishing test for \((i, j)\), at least one of the two values \( \text{Pr}(C_i, t_{ij}) \) and \( \text{Pr}(C_j, t_{ij}) \) is positive. Therefore, \( I' \) cannot be empty. Statement (c) can be proved by induction on the number of iterations of the outer \textbf{while} loop.

Now we prove Statement (d). The basis case when \( \mathcal{I}_{\text{pass}} = \emptyset \) is trivial. For the induction step, suppose the outer \textbf{while} loop has been executed \( r \) times for some \( r \geq 0 \). Then in its \((r + 1)\)-th iteration before the inner loop, let \((i, j)\) be chosen from \( \mathcal{I}_{\text{rem}} \), \( I' \) and \( \mathcal{I}_{\text{dis}} \) as defined in the algorithm, and \( \mathcal{I}_{\text{pass}} = (\mathcal{I}'_{\text{pass}} \cap I' \times I') \cup \mathcal{I}_{\text{dis}} \) and \( t = \langle t', t_{ij} \rangle \), where \( \mathcal{I}'_{\text{pass}} \) and \( t' \) are the outcomes of the \( r \)-th iteration of the outer loop. By induction hypothesis, \( t' \) distinguishes any pair in \( \mathcal{I}'_{\text{pass}} \). Suppose the inner loop terminates after \( M \) iterations in this outer loop. We show by induction on \( m \) the following claim.

Claim: For any \( m \) and \( m' \) with \( 0 \leq m \leq m' \leq M \), \( t^{[m]} \) distinguishes any pair in \( \mathcal{I}^{[m]}_{\text{tem}} \), where the superscripts, say \([m]\), indicate the outcomes obtained after \( m \)-iteration of the inner loop. Note that the notation \( t^{[m]} \) differs from \( t^m \) that stands for the conjunction of \( m \) copies of \( t \).

Obviously, \( t^{[m]} = \langle t, t^{[m]}_{ij} \rangle \) when \( m < M \) and \( t^{[M]} = t^{[M-1]} \), where \( t^{[m]}_{ij} \) is the conjunction of \( m \) copies of \( t_{ij} \), and

\[
\mathcal{I}^{[m+1]}_{\text{tem}} = \mathcal{I}^{[m]}_{\text{tem}} \cup \{(k, l) \in \mathcal{I}_{\text{pass}} \setminus \mathcal{I}^{[m]}_{\text{tem}} : \text{Pr}(C_k, t^{[m]}) = \text{Pr}(C_l, t^{[m]})\}
\]

for all \( m < M \) with \( \mathcal{I}^{[m]}_{\text{tem}} = \emptyset \). Note also that \( \mathcal{I}^{[M]}_{\text{tem}} = \mathcal{I}^{[M-1]}_{\text{tem}} \). The basis case \( m = 0 \) is trivial. Now suppose for any \( m' \geq m \geq 0 \), \( t^{[m']} \) distinguishes any pair in \( \mathcal{I}^{[m]}_{\text{tem}} \). Take any \((k, l) \in \mathcal{I}^{[m+1]}_{\text{tem}} \) and any \( m' \geq m + 1 \). There are two cases to consider:

- \((k, l) \in \mathcal{I}^{[m]}_{\text{tem}} \). This case follows directly from the hypothesis.
- \((k, l) \in \mathcal{I}_{\text{pass}} \setminus \mathcal{I}^{[m]}_{\text{tem}} \) and \( \text{Pr}(C_k, t^{[m]}) = \text{Pr}(C_l, t^{[m]}) \). We now show that it must hold \( \text{Pr}(C_k, t_{ij}) \neq \text{Pr}(C_l, t_{ij}) \). When \((k, l) \in \mathcal{I}_{\text{dis}} \), this is from the definition of \( \mathcal{I}_{\text{dis}} \); otherwise, we have \((k, l) \in \mathcal{I}_{\text{pass}} \), and from the assumption that \( t' \) distinguishes any pair in \( \mathcal{I}'_{\text{pass}} \), \( \text{Pr}(C_k, t') \neq \text{Pr}(C_l, t') \). Note that

\[
\text{Pr}(C_k, t^{[m]}) = \text{Pr}(C_k, t') \cdot \text{Pr}(C_k, t_{ij})^{m+1},
\]

and similarly for \( \text{Pr}(C_l, t^{[m]}) \). From the assumption that \( \text{Pr}(C_k, t_{ij}) > 0 \) and \( \text{Pr}(C_l, t_{ij}) > 0 \), we derive \( \text{Pr}(C_k, t_{ij}) \neq \text{Pr}(C_l, t_{ij}) \), and then

\[
\text{Pr}(C_k, t^{[m]}) = \text{Pr}(C_k, t^{[m]}) \cdot \text{Pr}(C_k, t_{ij})^{m'-m} \\
\neq \text{Pr}(C_l, t^{[m]}) \cdot \text{Pr}(C_l, t_{ij})^{m'-m} \\
= \text{Pr}(C_l, t^{[m]}).
\]
Here we have used the property that $Pr(C_k, t^{[m]}) > 0$ which is easy to observe by the construction of $t^{[m]}$.

With the claim we derive that $t^{[M]}$ distinguishes any pair in $I_{tem}$. Furthermore, as $I = \emptyset$, for any $(k, l) \in I_{pass} \setminus I_{tem}$, $Pr(C_k, t^{[M]}) \neq Pr(C_l, t^{[M]})$. In other words, $t^{[M]}$ actually distinguishes any pair in $I_{pass}$. That completes the induction step of the outer loop. Moreover, when the outer loop is finished, we have $I_{rem} = \emptyset$, which implies $I_{pass} = \{(i, j) \in I' \times I' : i < j\}$ by (a). Then Clauses (i) and (ii) follow from (c) and (d), respectively, which concludes the proof of the lemma. \hfill \square

**Theorem 2.** $=T \subseteq \sim$.

**Proof:** We show that the relation $=T$ is a bisimulation. Suppose $s_1 = T s_2$ and $s_1 \xrightarrow{a} \Delta_1$. Observe that $s_2$ can also enable action $a$. Otherwise, applying the test $a \cdot \omega$ to $s_1$ would get outcome 1 while applying it to $s_2$ would get 0, which contradicts the assumption that $s_1 = T s_2$. Therefore, there must exist some distribution $\Delta_2$ such that $s_2 \xrightarrow{a} \Delta_2$. It remains to show that $\Delta_1 = (=T)^{1} \Delta_2$. By Proposition 1, it suffices to check that $\Delta_1(C_i) = \Delta_2(C_i)$ for each equivalence class in $\{C_i \mid i \in I\} = S/=_T$.

Let $t$ be an arbitrary test in $T$. Since $s_1 = T s_2$, we have that

$$
0 = Pr(s_1, a \cdot t) - Pr(s_2, a \cdot t) = \sum_{s' \in S} \Delta_1(s') \cdot Pr(s', t) - \sum_{s' \in S} \Delta_2(s') \cdot Pr(s', t)
$$

or

$$
= \sum_{i \in I} \Delta_1(C_i) \cdot Pr(C_i, t) - \sum_{i \in I} \Delta_2(C_i) \cdot Pr(C_i, t) = \sum_{i \in I} Pr(C_i, t) \cdot (\Delta_1(C_i) - \Delta_2(C_i)) \tag{2}
$$

Now we prove by induction on the size of the index set $I$, written $|I|$, that Eq. (2) implies $\Delta_1(C_i) = \Delta_2(C_i)$ for each $i \in I$.

- If $|I| = 1$ then the only equivalence class is $S$ itself. So we clearly have $\Delta_1(S) = 1 = \Delta_2(S)$.
- Suppose the result holds for index sets of sizes less than $|I|$. Let

$$
x_i = \Delta_1(C_i) - \Delta_2(C_i).
$$

By the arbitrariness of $t$, each choice of $t$ gives rise to an equation $\sum_{i \in I} Pr(C_i, t) \cdot x_i = 0$. By Lemma 1, there exist a nonempty set $I' \subseteq I$ and a test $t_0$ such that (i) $a_i \neq a_j$ for any $i \neq j \in I'$, and (ii) $a_k = 0$ for any $k \in I \setminus I'$, where we let $a_i = Pr(C_i, t_0)$ for any $i \in I$. Without loss of generality, we assume that $I' = \{1, 2, \ldots, n\}$, where $n \geq 1$. For the test $t_0$, we obtain the equation

$$
a_1 x_1 + a_2 x_2 + \cdots + a_n x_n = 0 \tag{3}
$$

By (1), we see that $a_i^m = Pr(C_i, t_0^m)$ for any $m \geq 2$. So for any test $t_0^m$ we obtain the equation

$$
a_1^m x_1 + a_2^m x_2 + \cdots + a_n^m x_n = 0 \tag{4}
$$

By (1), we see that $a_i^m = Pr(C_i, t_0^m)$ for any $m \geq 2$. So for any test $t_0^m$ we obtain the equation

$$
a_1^m x_1 + a_2^m x_2 + \cdots + a_n^m x_n = 0 \tag{4}
$$

By (1), we see that $a_i^m = Pr(C_i, t_0^m)$ for any $m \geq 2$. So for any test $t_0^m$ we obtain the equation

$$
a_1^m x_1 + a_2^m x_2 + \cdots + a_n^m x_n = 0 \tag{4}
$$

By (1), we see that $a_i^m = Pr(C_i, t_0^m)$ for any $m \geq 2$. So for any test $t_0^m$ we obtain the equation

$$
a_1^m x_1 + a_2^m x_2 + \cdots + a_n^m x_n = 0 \tag{4}
$$

By (1), we see that $a_i^m = Pr(C_i, t_0^m)$ for any $m \geq 2$. So for any test $t_0^m$ we obtain the equation

$$
a_1^m x_1 + a_2^m x_2 + \cdots + a_n^m x_n = 0 \tag{4}
$$
Putting these equations together, we obtain the linear equation system below
\[
\begin{align*}
    a_1x_1 + a_2x_2 + \cdots + a_nx_n &= 0 \\
    a_1^2x_1 + a_2^2x_2 + \cdots + a_n^2x_n &= 0 \\
        \vdots \\
    a_1^n x_1 + a_2^n x_2 + \cdots + a_n^n x_n &= 0
\end{align*}
\]

Its coefficient matrix is the following
\[
\begin{bmatrix}
    a_1 & a_2 & a_3 & \cdots & a_n \\
    a_1^2 & a_2^2 & a_3^2 & \cdots & a_n^2 \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    a_1^n & a_2^n & a_3^n & \cdots & a_n^n
\end{bmatrix}
\]  

(5)

Note that \( a_i > 0 \) for each \( i \in I' \). By dividing the \( i \)th column by \( a_i \), we obtain the next matrix
\[
\begin{bmatrix}
    1 & 1 & 1 & \cdots & 1 \\
    a_1 & a_2 & a_3 & \cdots & a_n \\
    a_1^2 & a_2^2 & a_3^2 & \cdots & a_n^2 \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    a_1^{n-1} & a_2^{n-1} & a_3^{n-1} & \cdots & a_n^{n-1}
\end{bmatrix}
\]  

(6)

This is the transpose of a Vandermonde matrix. Since all the \( a_i \) are distinct, the rank of the matrix is \( n \). The original matrix in (5) must also have rank \( n \). Then the only solution of the equation system is that \( x_i = 0 \) for all \( i \in I' \). It follows that
\[
\Delta_1(C_i) = \Delta_2(C_i) \quad \text{for all } i \in I'.
\]  

(7)

Combining (2) and (7), we know that
\[
\sum_{i \in I \setminus I'} Pr(C_i, t) \cdot (\Delta_1(C_i) - \Delta_2(C_i)) = 0.
\]

Note that \( |I \setminus I'| < |I| \) and by induction hypothesis we obtain
\[
\Delta_1(C_i) = \Delta_2(C_i) \quad \text{for all } i \in I \setminus I'.
\]  

(8)

Hence, the desired result follows from (7) and (8).

\( \square \)

Combining Theorems 1 and 2, we see that \( \sim \) coincides with \( =_T \), for finite-state reactive probabilistic processes. Our proof is very elementary and thus more accessible than the original proof presented in [21].
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Algorithm 1: Compute an enhanced test

**input**: A nonempty subset $I$ of $\{1, \cdots, n\}$ with the distinguishing tests $t_{ij}$ for all $i \neq j$.

**output**: A nonempty $I' \subseteq I$ and an enhanced test $t$ satisfying (i) and (ii) in Lemma 1.

**begin**

$I_{\text{pass}} \leftarrow \emptyset$;
$I_{\text{rem}} \leftarrow \{(i, j) \in I \times I : i < j\}$;
$I' \leftarrow I$;
$t \leftarrow \omega$;

**while** $I_{\text{rem}} \neq \emptyset$ **do**

Choose arbitrarily $(i, j) \in I_{\text{rem}}$;
$I' \leftarrow \{k \in I' : Pr(C_k, t_{ij}) > 0\}$;
$I_{\text{dis}} \leftarrow \{(k, l) \in I_{\text{rem}} \cap I' \times I' : Pr(C_k, t_{ij}) \neq Pr(C_l, t_{ij})\}$;
$I_{\text{rem}} \leftarrow (I_{\text{rem}} \cap I' \times I') \setminus I_{\text{dis}}$;
$I_{\text{pass}} \leftarrow (I_{\text{pass}} \cap I' \times I') \cup I_{\text{dis}}$;
$t \leftarrow \langle t, t_{ij} \rangle$;
$I_{\text{tem}} \leftarrow \emptyset$;
$I \leftarrow I_{\text{pass}}$;

**while** $I \neq \emptyset$ **do**

$I \leftarrow \{(k, l) \in I_{\text{pass}} \setminus I_{\text{tem}} : Pr(C_k, t) = Pr(C_l, t)\}$;
**if** $I \neq \emptyset$ **then**

$t \leftarrow \langle t, t_{ij} \rangle$;
$I_{\text{tem}} \leftarrow I_{\text{tem}} \cup I$;

**end**

**end**

**return** $I', t$;

**end**